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Abstract

All natural objects have volumetric structure and the structure strongly
controls the behavior of objects. Therefore, medical applications and
simulation systems have adopted volumetric data for a long time. On
the other hand, surface oriented data structure is still widely used in
films, virtual reality, and entertainment industries because of the light
processing cost and the easiness to create nonexistent models. Surfaces
are believed to be sufficient for such applications. However, in reality,
surface representation itself limits the capability of graphical systems.
This dissertation proposes systems by which the user can easily and
intuitively create and manipulate volumetric models since we believe
lack of intuitive user interface hampers frequent use of volume data for
end-user applications.

We first propose a sketch-based modeling system by which the user
can easily create shapes with holes or internal cavities, under favor of
scalar volume representation and intuitive gestural operations such as
temporary cuts. Through this work, we try to describe how beneficial
volumetric representation is, even for traditional problems.

Despite recent advances of PC ability, large data size is still an
undesired aspect of volumetric graphics for such applications as games
or virtual world construction, where memory consumption and interac-
tivity is the main concern, rather than precision or consistency of the
model. For such applications, visual effects and necessary computational
resource trades and therefore it is important to have various choices. We
propose a new pseudo-volumetric data representation that is very mem-
ory efficient and generates realistic volumetric cross-sectional images.
This system generates appropriate cross-sectional images on-the-fly, by
using 2D images as references for texture synthesis technique, controlled
by a 3D scalar volume. The data amount of 2D images is significantly
smaller than a set of voxels in 3D and the 3D scalar volume is stored
in a functional form, instead of a 3D voxel array. Therefore, this rep-
resentation is compact and suitable for practical use. In addition, since
2D images are ubiquitous, this system is convenient for easy creation of
volumetric models.

Currently, the most important source of volumetric data is the scan-
ning of real-world objects using CT (Computed Tomography) scanners,
MR (Magnetic Resonance) imaging devices or physical slicing machines.
The result is usually stored as a set of cross-sectional images, each pixel
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of which is then called a voxel that holds the property values at a regular
3D gridpoint. To use such data for practical purposes, we usually need
to carve out the interesting region (region of interest, ROI). This carving
operation is called image segmentation and there are wide varieties of
applications such as enhanced volume rendering or intelligent user in-
terfaces. Unfortunately, image segmentation is still one of the central
topics in computer vision and no automated technique is yet available,
especially for volumetric datasets. Therefore, we almost always have
to provide additional information to obtain successful result. We pro-
pose two system to guide this task. One is a topology selection tool
for contour-based segmentation. Currently, the most robust system is
to let the user observe some of cross-sectional images and delineate the
contours manually, which causes a difficulty in finding a correct corre-
spondence between contours. We propose a system to enable to enumer-
ate all possible correspondence patterns to find the global optimum of
the shape objective function, while the user can interactively modify the
false result by simply selecting the desired pattern from the list. We also
propose a very simple user interface called volume catcher, to intuitively
and quickly perform volume segmentation. The user should only trace
the contour of the target region in the rendered image. These works
allow the novice users to utilize existing volumetric data.

We believe that volumetric graphics has huge potentials to stimulate
development of new contents. At the end of this dissertation, we show
an interactive content that potentially uses all of the above-mentioned
system as a data source. This is an interactive cooking content that
allows the user to cut foodstuff by free form strokes and a virtual knife,
using a standard mouse. This work not only shows that volume graph-
ics can produce new contents but also shows the fact that we need to
carefully design user interface to intuitively manipulate volumetric data.
Although we currently concentrate on cooking interaction, the idea of
cutting can be extended to support any kind of volumetric data.

This dissertation explores the capability of volumetric modelers,
which is indispensable in the future advance of volume graphics. It
is our hope to make volumetric graphics as popular as surface graphics
and to make it an indispensable component for any computer graphics
applications.
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Chapter 1

Introduction

1.1 Generation of computer graphics

Since the invention of the term “Computer Graphics” by William
Fetter in 1960, computerized image creation system has shown tremen-
dous progress and nowadays computer graphics (in short, “CG”) is
widely recognized as one of the indispensable components for scientific,
industrial, educational and entertainment fields (Figure 1.1). Why is
CG so important? It is because visual information occupies a huge part
of our perceptual ability. We believe it originated from the fact that
visual sense has been crucial for survival. Actually, visual information
not only conveys the approach of danger, but also strongly affects our
mental status, thereby has a strong impact for humans.

Applications of CG technologies are countless. Scientific application
domains include medical, biological, chemical, zoological, archaeological,
astronomical or historical fields that mainly use CG for the purpose of
information visualization (Figure 1.2). Raw data obtained by captur-
ing the real-world or produced by simulation are just sets of numbers,
which cannot be understandable for the observers without appropriately
being visualized by CG. Most outstanding industrial application of CG is
computer-aided design or manufacturing (CAD/CAM) that is nowadays
a standard way of designing products such as machine parts, architec-
tures, or clothes. Educational fields recently show much interest in 3D
CG because CG can more closely represent real-world entities than static
2D pictures or illustrations. Examples of entertainment applications in-
clude movies or games, which have already produced huge profit. They
try to imitate some aspects of the real-world in entertaining manner and
represent their virtual world through 3D computer graphics. CG is also
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(a) (b)

(c) (d)

Figure 1.1: Earliest and contemporary computer generated images. (a)
The first computer graphics by William Fetter in 1960. (b) Sketchpad:
the first interactive computer graphics system invented by Ivan Suther-
land in 1963 [135]. (c) The rendering of the result of fluid and rigid body
simulation by Carlson et al.[16] (d) Rendering with global illumination
by Tabellion et al.[136] (c) and (d) are taken from ACM Transactions
on Graphics 23(3) (Siggraph 2004 proceedings).

2



(a) (b)

(c)

(d)

Figure 1.2: Applications of CG for visualization purpose such as (a)
visualization of fluid simulation result (by Laramee et al. [84]), (b)
medical visualization (by Straka et al.[133]), (c) reverse engineering (by
Lum et al.[92]), (d) biological visualization with importance-driven en-
hancement (by Viola et al.[146]). All figures are taken from proc. IEEE
Visualization 2004.
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useful to cut down costs of movie production process because highly re-
alistic shots can be taken by just sitting in front of a PC and operating
on sophisticated CG softwares such as Alias MAYA [2] or Softimage [3],
instead of hiring special actors, location, and huge facilities.

1.2 Shape model representation - Surfaces vs. Volumes

One of the most important purposes of computers is to model (in
other words, encode) an interesting aspect of a real-world entity, do
simulation and give back the result to again a real-world entity that is
perceivable to human. The term “simulation” does not necessarily mean
physical simulation such as finite element simulation. The simulation
method strongly depends on which real-world aspect to be modeled. For
example, the first computer ENIAC was designed to compute ballistic
trajectories. In this case, the motion of a bullet is the modelled aspect of
the real-world. Then, simulation is performed in the computer, taking
into account the initial state, gravity, and other environmental effects.
Eventually, the expected trajectory is output, which is the feedback from
the computer to the real-world. CG clearly follows this process. Material
properties that are related to the appearance of objects are modeled into
the computer. Lighting simulation is then performed using reflectance
or refraction models and the result is output to the final image through
the rendering process. In this sense, CG is the “appearance simulation”
of the real-world.

A great number of shape representations has been proposed until
today. For most CG applications, the real-world is modeled only by the
object boundary. Here the boundary forms a surface without thickness
and such models are called surface models. Currently, surface models are
widely used because they are compact, making them easy to construct,
transmit, and render. Actually, the appearance of most 3D shapes is af-
fected only by their surface properties. Therefore, surfaces are sufficient
for most static scenes. On the other hand, lack of internal information
causes several problems that are not present in real-world objects. Espe-
cially, creating dynamic and interactive scenes require internal structures
because real-world behavior is sometimes driven by (possibly invisible)
internal structures. For example, realistic animations can be generated
only by simulation that requires fairly “realistic” representation of ob-
jects, say, volumetric data. More simply, if the model is split by cut
operations in an interactive application, appropriate cross-sectional im-
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ages should appear which is not possible with surface representations.
Even if the scene is static, it is difficult to render translucent objects.1

Another problem is self intersection. Self intersection is the situation
that front faces and back faces go converse, which never happens in the
real-world. This causes various problems such as inability to perform
CSG operations [64].

Volumetric representations have complementary advantages and lim-
itations. Since a volumetric representation stores internal information, it
is straightforward to cut a model and observe the cross-sections. This is
also suitable for generating realistic animations since simulation can also
be performed for volume data. On the other hand, the amount of data
generally far exceeds that of a surface representation, making storage,
transmission, modeling, and rendering much more difficult. Modeling
is especially problematic, although the other problems can eventually
be mitigated by more memory, faster processors, and networks. We be-
lieve that this is the main reason why volume graphics is not so popular
despite of the benefits. Since modeling problems are closely related to
the limitations of human perception and manipulation, the design of
appropriate user interfaces plays a critical role in addressing them.

Currently, the main sources of volume data are the capture and sim-
ulation. Since the invention of CT (Computed Tomography) scanners
in 1973 [67], large-scale volume data became available. MRI (Magnetic
Resonance Imaging) devices also generate volumetric data. These are
called noninvasive capture devices and are now indispensable for med-
ical diagnosis. Simulation is another source of volume data. Since the
real-world is 3D, simulation is frequently performed in 3D, producing a
3D dataset as a result. These two data sources are actually the most
standard and form mainstreams of volume graphics. However, the users
of CG are not limited to medical doctors and academic/industrial re-
searchers. As we mentioned before, such domains as educational or
entertainment field are huge markets of CG and they have potential to
benefit from volumetric graphics. Although Jim Kajiya’s prevision in
1991 has been proven to be wrong2, we still believe that there are a
huge amount of unexplored benefit of volume graphics and the current

1If opacity of inside of an object is constant, the rendering can be precisely per-
formed by processing only the surface. This computation can be performed on pixel
shaders on contemporary graphics engines [38].

2T. Elvins’s survey paper [34] cites the Jim Kajiya’s words at Siggraph 91 “... in
10 years, all rendering will be volume rendering.”
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bottleneck lie in the fact that there are very few practical methods to
create and manipulate volumetric data. In other words, the current user
interface for volume graphics is amazingly poor. Our mission is to let
all CG programmers benefit from volume graphics, even if they do not
have specialized skills or devices to obtain and manipulate volumetric
data that fit their requirement.

Unfortunately, this mission is not fully completed in this disserta-
tion. However, we propose several interaction ideas that potentially
make volume graphics tractable for end users- some of which are related
to processing existing volume data and the others produces volumetric
data from scratch.

1.3 Volume Data Representation

There are various types of volume data. In symbolic form, volume
data is represented as a function V (x, y, z), where (x, y, z) is a coordinate
value. For example, if Vb(x, y, z) ∈ {0, 1}, Vb is called a binary volume.
If Vs(x, y, z) returns a single real number, Vs is called a scalar volume.

One important subset of scalar volume is an implicit function. Im-
plicit function is developed in the context of surface modeling (See sec-
tion 2.2.2). It usually consists of integral of weighted kernel functions
and the surface is defined as the solution set of Vs(x, y, z) = c, where c is
a user-defined threshold value (in most cases, c = 0). Usually, scalar vol-
umes store auxiliary information of surface data. For example, distance
field is an scalar volume that returns the closest distance to a surface.
The distance field is easily computed from a surface model (unless the
surface does not contain self intersection) and used to effectively find
a central axis of the shape [5] or to provide an intuitive user interface
[39]. Later we show an application of an scalar volume to a sketch-based
modeling system, avoiding several problems seen in surface-oriented sys-
tems.

The function may also return a vector value. For example, the vol-
ume can return a tuple of three floating values, each of which contains
the intensity of a color channel : Vc(x, y, z) ∈ (r, g, b) where r, g, b ∈ [0, 1].
Then Vc is a textured volume or colored volume, which is a subset of more
general vector volumes. Textured volumes are usually difficult to create
since they usually contain detailed textures that are not necessarily re-
lated to the large-scale structure of the region. Some existing systems
try to solve this by using a procedural approach that lets the user to di-
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rectly program a volumetric modeling function using a specially designed
language [111], possibly using help of an scalar volume [23]. However,
previous systems are not user-friendly because a specialized skill is re-
quired to map desired geometric texture to a language code. In addition,
it is not possible to generate highly detailed and unstructured textures
using this interface. Another approach is the use of a reference volume
and its seamless extension, which is mainly applied to video synthesis
[80, 82, 131]. The drawback of this system is obviously the necessity of
the reference volume. From the designer’s point of view, this approach
does not solve the essential problem because it ignores the most difficult
part, the reference volume creation. There are some systems that tries
to generate volume data from 2D cross-section [55, 148, 69]. However,
none of them achieved both stability and flexibility at the same time.

Recently, a new kind of data called “Time-varying data” or “4-
D volume” became accessible. This data take an additional variable t

(time) as the input. Therefore, time-varying volume data is represented
as Vt(x, y, z, t). This form of data become more and more important for
medical diagnosis of dynamic organs such as a heart. However, handing
this data is beyond the scope of this dissertation.

1.4 Our contribution

In this dissertation, we propose several tools that make volume
graphics tractable for end users. We mainly concentrate on modeling
volumetric data, since we believe difficulty of modeling is the main ob-
stacle for popularization of volume graphics. The overhead view of vol-
ume graphics and the position of this dissertation is shown in Figure
1.3. As in the figure, we focus mainly on user interface aspect of volume
graphics. In Chapter 3 and 4, we propose two systems that manually
create volumetric models from scratch. In Chapter 5 and 6, we propose
two more systems that support segmentation of scanned or simulated
volume data, represented as a set of voxels. The 3D model generated
by any of these systems can be used for interaction system proposed in
Chapter 7. We will explain each in detail.

In Chapter 3, we propose a sketch-based modeling system that can
easily handle topological change, under the favor of intuitive user in-
terface and the underlying scalar volume representation. Sketch-based
modeling is a common technique for quick creation of rough 3D shapes.
Since existing systems use surfaces as the primary shape representation,
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Figure 1.3: The domain of this dissertation in the context of volume
graphics

implementing such systems was rather difficult (especially, implement-
ing the CSG routine is difficult [64]) and the output can self-intersect,
depending on the operations performed. The use of scalar volume repre-
sentation is the most natural way to solve such problems. Through this
work, we tried to show how we can easily and effectively benefit from
volumetric shape representation.

In Chapter 4, we propose a system through which the user can easily
create volumetric models using 2D example images. Here we introduce
a new data representation that is a hybrid of 2D images (as an approx-
imation of textured volume) and the control information in an scalar
volume form. This representation is specifically designed for generating
volumetric cross-section. If the user cuts the model, the 2D images is
processed using an extension of pixel-based texture synthesis technique
[149] to generate an appropriate target cross-sectional image. Since the
data source is 2D images, it is easy to find and therefore suitable for
end-user design. This is also extremely memory efficient compared to
actually creating 3D textured volume.

In Chapter 5, we propose a topology enumerator and interactive
selector, which enhances existing contour-based segmentation systems.
Currently, the most robust volume segmentation system is to let the user
observe each cross-sectional image and delineate the contours manually
(possibly with the help of 2D image segmentation algorithms). But this
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is extremely labor intensive and it is not realistic to ask the user to do
this task for all slices. We rather ask the user to work on a few number
of slices, resulting in a sparse set of parallel contours. Here a difficult
problem arises: how can we interpolate these contours? This problem
is rather traditional and a great number of approaches have already
been proposed. The difficulty lies especially in the topology between
contours, since once the topology is determined, spanning the smooth
interpolating patch is easy by using well-known techniques such as thin-
plate interpolation or a subdivision surface. Most existing techniques
uniquely determine the topology from purely geometric relationship of
contours, which may not be correct in general case, especially when
slice interval becomes larger. We propose an algorithm to enumerate
all possible bifurcation patterns to find the global optimal topology and
corresponding user interface to modify the false result interactively.

In Chapter 6, we propose a simple user interface to segment tradi-
tional volume data. The most common volumetric data available today
is in the form of regular voxels, which is essentially a set of 2D im-
ages across the 3D space. Although we have volume rendering hardware
for such data readily available nowadays, it still requires much higher
machine specification than that of surface graphics. For example, vol-
ume rendering is not desirable for most applications that work in multi
tasking environment or in time critical systems. If the volume data is
segmented and does not contain translucent voxels, the data is rendered
by its boundary, say, surface models, and the volumetric aspect appears
only when the model is cut, which can be performed on the main mem-
ory. In this sense, volume segmentation algorithm is a method to convert
volumetric representation into surface models. However, the user inter-
face for traditional volume segmentation task requires fair amount of
interaction. We propose a very simple method: the user only need to
trace the contour of the desired region in the rendered image. This inter-
action is significantly easier than any existing methods and we believe
that this work makes existing volumetric data tractable even for end
users.

In Chapter 7, we propose an interactive content that uses a volu-
metric user interface. In this Chapter, we show a cooking content, by
which the user can interactively cut, peel, and deform volumetric models
using free form strokes and a knife tool, controlled by a standard mouse.
We tried to show that the volume technology has large potentials to
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produce various interesting contents and also volume graphics require
an effective and intuitive use interface.

Chapter 8 concludes the dissertation. This chapter summarizes the
entire work and we discuss the current problems and future direction of
volumetric computer graphics.

In this dissertation, we propose several tools that make volume
graphics tractable for end users. We mainly concentrate on modeling
user interface and corresponding techniques of volumetric data, since we
believe difficulty in modeling volume data is the main obstacle for popu-
larization of volume graphics. One limitation is that we do not propose
a method to author textured volume data from scratch. This hampers
our models to be used for volumetric simulation such as finite element
simulation. However, we believe such simulation is only one of possible
application of volume graphics and we can still benefit from volumetric
representation such as scalar volumes (Chapter 3) and volumetric illus-
tration (Chapter 4). It is our future work to author textured volume
data from scratch, using sophisticated user interface.
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Chapter 2

Related work

According to Arie Kaufman, “Volume graphics, which is an emerging
subfield of computer graphics, is concerned with the synthesis, model-
ing, manipulation, and rendering of volumetric geometric objects, stored
in a volume buffer of voxels [74].” This is fair but we consider volume
graphics in more generic sense, including implicit function volumes or
procedural volumes, which are not necessarily stored in voxels. Volume
graphics is the most intensively explored in the context of medical diag-
nosis and scientific simulation. Medical doctors require volume graphics
because medical devices such as CT or MR scanners are huge producers
of volume data and effective visualization is crucial for their diagnos-
tic task. Scientific simulation is another rich source of volume data
since real-world is 3D and they need volume graphics to understand the
real-world and the simulation result. However, the application area of
volume graphics is not limited to those two. For example, entertainment
industry also uses volumetric simulation in simplified form to represent
amorphous phenomena such as clouds, fire, and smoke, which do not
have distinct surfaces. In this chapter, we overview the history and
current situation of volume graphics.

2.1 Volume data types

There are several ways to represent volume data, depending on the
purpose or the property of data source.

The most rough classification of volume data is two-hold: a set of
voxels (discrete sample points) and a continuous function form. Vox-
els are directly obtained from scanning real-world objects or simulation.
Since these data sources are predominate, this form of data is the most
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commonly used. A drawback of this representation is that it tend to
require larger amount of memory for meaningful data. Large amount
of data causes difficulty not only in storing and processing, but also
in manual generation and transformation. Another drawback is that
interpolation is necessary for various processing such as rendering or
generation of arbitrary cross-sectional images. Function form volumes
are less commonly used but from the point of view of generating volume
data manually, this is virtually the only tractable and practical repre-
sentation. This is mainly used for modeling amorphous phenomena or
other organic textures such as marbles or tree rings [111, 23]. The ad-
vantage of this representation is that it is compact and continuous. On
the other hand, the user has to define spatial distribution by function
programing where the user interface cannot be very intuitive and the
variety of possible textures is limited.

Voxels can be aligned either regularly or irregularly. Regularly
aligned voxels is most commonly used and most volume rendering hard-
wares (eg. VolumePro [112], NVidia GeForce series) only support this
form of data. Since this is a natural extension of 2D images into 3D, a
great number of 2D imaging algorithms such as compression or segmen-
tation, are directly applicable to voxels. A common source of irregular
set of voxels is the finite element meshing for simulation. Irregular vox-
els can be stored either as an independent set of points or tetrahedron.
Although this type of data holds flexibility in representing arbitrary lay-
out of sample points, it is more difficult to visualize than regular voxels
because determining the correct visibility is not straightforward.

2.2 Volume data sources

Currently, the source of volume data is limited. It is a clear differ-
ence from surface graphics since there are a great number of 3D shape
modelers designed for surface graphics both in commercial and research
levels [2, 3, 157, 68]. To obtain volume data, we need to have access to
special scanning device or generate the data through simulation or pro-
gram the texture by a scripting language. Scanning is easier and more
typical method but such input devices are usually extremely costly. On
the other hand, most manual creation methods do not require special
input device but the user interface is usually not very sophisticated and
the variety of resulting data is limited. We believe this poor variety of
data sources narrows the application domain of volume graphics.
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2.2.1 Scanning real-world objects

Currently, the main source of volumetric data is the scanning of
real-world objects. Scanning is often performed in the fields of medical
or biological research. The existing scanning devices can be categorized
into two types: non-invasive and invasive ones.

Non-invasive methods Non-invasive devices capture 3D volume
without destroying the subject. The most common such devices are
CT (Computed Tomography) and MR (Magnetic Resonance) scanners.
CT scanner has been recognized as one of indispensable devices in such
fields as medical, biological and engineering. This device is based on the
theory of projection/back-projection which was discovered by J. Radon
in 1917 [120]. This theory is called Radon and inverse Radon transfor-
mation. The first X-ray CT scanner is invented by Hounsfield in 1973
[66]. He received Nobel Prize for this achievement. MR scanners also
non-invasively explore inside of subjects. However, in contrast to CT
scanners, MR scanners use magnetic field. The principle for this de-
vice was found in 1946 by Broch et al. and Purcell et al, independently
[13, 119]. They were also awarded the Nobel Prize in 1952. Lauterbur
could generate MR image in 1973 [85] and in mid 1980s, MR scanners
began to widespread. MR scanners have several differences from X-ray
CT scanners. First, MR scanners do not cause X-ray bombing. Second,
the spatial resolution of MR scanners is usually less than that of CT
scanners. MR imaging is appropriate to detect hydrogen (say, water)
while X-ray is good for heavy atoms such as calcium.

Invasive methods The principle of invasive methods is simple:
the observer actually cuts the subject and takes pictures of the cross-
section. The benefit of this method over non-invasive methods is that
this can directly capture visual property (color and opacity) of the cross-
section. In addition, other properties such as stiffness or humidity can
be captured because the subject is actually opened up and arbitrary
processing is possible on the cross-section. On the other hand, obvious
drawback is that this is invasive. The subject is irreversibly destroyed
and the original shape cannot be recovered in most cases. Therefore, it
is impossible to capture living subject as it is.

A good example data that is captured invasively is Visible Human
Dataset [10]. Dead bodies are physically sliced at 1

3 to 1 millimeter in-
tervals. This dataset is obtained by NLM (National Library of Medicine,
USA).
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Although Visuble Human Project developed a special slicing device, a
most popular slicing device is called a microtome which can cut only
small objects. On the other hand, there are some groups that develop
microtomes for mid-sized objects [105].

2.2.2 Scalar volume, implicit surface modeling

Scalar volumes return a scalar value for each spatial point (See sec-
tion 1.3). If the spatial function Vs(x, y, z) is interpreted to define a
surface which is extracted as the solution set of Vs(x, y, z) = c where c is
a constant value, the function Vs is called an implicit function and the
corresponding surface is called an implicit surface.

Implicit surface modeling has more than 20 years of history [106].
The pioneer to introduce implicit surfaces is Blinn [12]. Earlier systems
represent the implicit function by a set of points that span a spherical
profile (the field value is determined only by the distance from the center
of the kernel: radial basis function) [46, 155], while later systems employ
more sophisticated primitives such as integration of kernel function along
a line or a part of a surface [14, 6].

Implicit modeling has several advantages. One is that if the ker-
nel function is smooth, the smoothness of the surface is automatically
guaranteed, making it convenient for creating smooth, organic shape.
Another benefit is that the user has no need to care about the topolog-
ical change explicitly. This is because of its volumetric nature and this
is the main aspect we focus on in Chapter 3.

One drawback is the difficulty to visualize the surface. There are
mainly two ways to do this: direct rendering and polygonization. Direct
rendering method casts rays from the viewpoint to the scene, looking
for a intersection to the target surface and sample the normal vector
at each location. This is appropriate to achieve precise visualization of
the surface in the sense that the resolution of sampling implicit function
is aligned to the screen resolution [12, 46]. There is a good review of
this technique in [52]. The main drawback of this technique is that it is
almost impossible to achieve interactive frame rate.
More commonly used technique is the surface extraction. It is not
straightforward because there is a gap between continuous implicit func-
tion and discrete (piecewise linear) mesh representation. The most pop-
ular polygonization algorithm is the Marching Cubes method, which
samples the space regularly and locally fit a triangular mesh [90]. Im-
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plementing this method is fairly easy but there are some drawbacks such
as computational complexity and loosing topological consistency. Some
other techniques do not have such problems [153, 25].

2.2.3 Vector (textured) volume modeling

Vector volumes are defined to be a spatial function Vv(x, y, z) that
returns more than one scalar values. The most important subclass of this
type of volume data is a textured (or colored) volume, which returns the
intensity of a tuple of three or four scalar values that represent red, green,
and blue channels (optionally with an opacity channel), respectively.
Textured volume modeling is much more difficult than scalar volume
modeling because the texture that should be modeled has fine structures
that usually has no (or little) connection to the geometric feature of the
object. There are few methods proposed in research domain but only
procedural methods are used in practical. Unfortunately, procedural
methods lack flexibility and intuitive user interface, which we think is
the biggest limitation.

Procedural Procedural methods enable the user to design vari-
ous 3D structures using specially designed scripting language [111, 77].
This method is also called solid texturing and widely used for modeling
3D texture such as marble, clouds, and fire. The key feature of this
technique is the use of multi-scale noise function called “Perlin noise
function”, which generates natural structural texture efficiently. Cutler
et al. also proposed a scripting language for volumetric modeling [23].
However, it is difficult for most people to obtain desired textures by
programming or adjusting parameters.

Special input devices There are systems that use 3D pointing
devices to create 3D textures [43, 37, 94]. However, they are designed
mainly to convey the overall shape of a model and it is still difficult to
design the detailed internal textures of 3D volumes. Another drawback
is that such input devices are usually expensive, compared to standard
devices such as mice.

2D texture examples to 3D Usage of 2D images is one solution
for explicit volume modeling. This approach has potential to offer a nice
user interface because 2D images are very much easier to obtain than 3D
example volumes. Heeger et al.[55] and Dischler et al.[26] tried to analyze
an original texture sample using frequency decomposition and applied
the information to generate 3D texture. These techniques work only
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for isotropic, noisy textures. Wei extended the pixel-based 2D texture
synthesis method to generate 3D textures [148]. This work returns much
better result than frequency-based method but still is not sufficient for
practical use. Jagnow et al. recently proposed a stereological technique
to generate high quality 3D texture from 2D sample image [69]. However,
[69] can only handle isotropic textures that consist of set of elements and
to make matters worse, the shapes of elements should be predefined.

Other techniques Wang et al. and Mizuno et al. proposed a
carving technique to author 3D shape with textures [147, 96]. Their
system focuses on mimicking a carving process, rather than actively
constructing 3D texture.

2.3 Visualization of volumes

The history of volume graphics had almost been identical to the
history of volume visualization, because comprehension of volume data
is the most primary and important interaction but is not as easy as
expected.

2.3.1 Binary volumes

The simplest method is to convert general volume data into binary
form by setting a threshold value and then render each opaque voxels by
six quadrangular faces [58]. This method is later improved by isosurface
extraction of the volume, which is related to the polygonization of im-
plicit surfaces (Section 2.2.2). The notion of isosurface is later extended
as the limit of an interval volume [41]. The isosurface of binary volume
usually becomes jaggy but the effect is mitigated by computing the sur-
face normal from the gradient of the original volume data [62]. Binary
volumes are also produced by hard segmentation of volumes (Section
2.5).

2.3.2 Volume rendering

Volume rendering, which is now a standard way to visualize vol-
ume data, directly uses each voxel’s nonbinary opacity. A number of
algorithms are proposed.

Ray casting Ray casting algorithm casts rays and integrate illu-
mination values along the rays [70, 86]. Drebin et al. used fuzzy clas-
sification of voxels for coloring the target volume [27]. This work has
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a great impact and is considered to be a pioneer of volume rendering
technique. Cube-4 is a special-purpose volume rendering hardware that
renders 10243 voxels at 30 frames per second, using variant of ray cast-
ing algorithm [113]. This technique is extended to a commercial system
called VolumePro [112].

Splatting Splatting is an algorithm to map point primitives to im-
age plane [152]. The shape and the size of the mapped primitive is
approximated and displayed as a translucent blob. This is a forward
mapping technique, which is different from standard ray casting algo-
rithm where the access to the volume data is aligned by pixel locations
in the final image. Forward mapping is usually faster than backward
mapping since the access to the original data is more cache coherent.
Recent work achieve faster and higher quality result with GPU (graph-
ics processing unit) computation using extension of splatting [17]

Shear-warp / 3D texturing Shear-warp factorization is another
forward-mapping technique [81]. Instead of point primitives, shear-warp
factorization essentially uses texture mapping and can be efficiently im-
plemented by standard texture mapping hardware. Despite its easiness
for implementation and fast rendering speed, shear-warp factorization
has several drawbacks: resampling is performed only within the slices
(therefore the interpolation is bilinear, instead of trilinear) and also sam-
pling rates are affected by viewing angles, both cause significant degra-
dation of the rendered image quality. Although these drawbacks are
mitigated by careful implementation using the multi-texturing and the
multi-stage rasterization facility [122], more direct and fast volume ren-
dering using a contemporary consumer level graphics hardware unit is
3D texturing [44, 100]. Rendering quality is further enhanced by adopt-
ing GPU functionalities [79].

Evaluation in 2000 shows splatting produces quality result compa-
rable to ray casting and shear-warp/3D texturing are fast but the image
quality is low [101].

Non-photorealistic rendering Yet another emerging volume ren-
dering technique is non-photorealistic volume rendering. Non-photorealistic
rendering (in other words, expressive rendering) arose from the context
of simulation of traditional media and human drawing [134, 47]. The
significance of computerized non-photorealistic rendering is not just im-
itating real-world media, but efficiently conveying visual information
by intentional emphasis and suppression, rather than pursuing realism
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[45, 124]. For volume rendering, a variety of methods are already pro-
posed such as silhouette enhancement [28, 117], pen-and-ink style ren-
dering [140], and stippling [91]. Importance driven volume rendering
also falls into this category, where the designer specifies the region of
interest and the information affects the final rendering [146].

2.3.3 Other visualization techniques

Another primary method is the simulation of x-ray imaging, that is,
parallel rays are cast to the volume, averaging the intensities along the
ray [51]. MIP (Maximum Intensity Projection) is yet another visualiza-
tion method, which just takes the largest value along the cast ray. Since
it is easy to achieve interactive frame rate using MIP, this technique is
still widely used and actively explored [54, 97]. 3D magic lenses is a
technique to locally control rendering parameters in the 3D space [145].
Magic mirrors proposes a multimodal rendering environment where the
user can browse target object in multiple styles while maintaining visual
coherency by using the metaphor of mirrors [78].

Visualization of arbitrary (curved) cross-section is an important
technique to precisely observe an aspect of volumetric object. Earlier
systems just display planar and axis-aligned cross-sections. Some recent
works try to generate special cross-sections that most clearly represent
the structure of volume data [72]. Interactive browsing with cutting and
deformation is another novel and promising approach [95].

2.4 Transfer functions

Volume classification, which splits raw data into two or more se-
mantic regions, plays a crucial role in making information clearly visible
to the viewer. The most important and frequently used volume classifi-
cation tool is the transfer functions [114]. They map raw volume data
(usually grayscale) to color and opacity values (in our terminology, map-
ping from scalar to textured volumes, or, possibly textured to textured
volumes). The spirit is essentially the same as the image segmentation,
which will be discussed in detail in the next section. The key differ-
ence from image segmentation is that the target volume data scarcely
contain color channels. Compared to sophisticated image segmentation
algorithms, setting transfer functions looks rather simplistic. In reality,
identifying a good transfer function proves difficult. Actually, this is
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counted as one of 10 unsolved problems in computer graphics by Pat
Hanrahan in 1992 [114]. The reason is that voxels are frequently oc-
cluded by other voxels and also the region of interest (ROI) may not
hold distinct features. Because of the importance in volume visualiza-
tion, there are great number of approaches are already proposed and
tested.

Traditionally, transfer function directly maps the original voxel val-
ues to color and opacity values [27]. He et al. proposed a system that
directly walks through the parameter space. They used a stochastic
technique (such as hill-climbing or simulated annealing) to generate pa-
rameter values, driven by a predefined or user-specified objective func-
tion. Marks et al. proposed the Design Galleries system, which allows
the user to interactively select general rendering parameter space with
the help of pre-rendered thumbnail images [93].

The above-mentioned 1D histogram clustering has a limited prefor-
mance since location and texture are not well considered. Bajaj et al.
proposed a system called Contour spectrum that displays the surface
area, volume, and gradient integral as functions of scalar voxel values
and allows the user to select a desired isovalue [9]. Kniss et al. take
gradient and second directional derivative of the original voxels and use
them as input of the transfer function [76]. Since increase of the dimen-
sion of transfer function causes complication of user interface, [76] also
introduced the sophisticated user interface called direct manipulation
widgets. Fujishiro et al. and Takahashi et al. presented a distinctive
system to analyze topological structure of volume data and reflect the
information to manually or automatically define the transfer function
[42, 137].

2.5 Segmentation

Image segmentation is the task of extracting regions corresponding
to perceptually distinct regions. This is a fundamental topic in vision
that has received a lot of attention and been intensively explored in the
2D domain. A large number of different approaches have been proposed,
such as thresholding, k-means clustering, deformable models, watershed
segmentation, graphcut algorithms, level-set methods, and the Hough
transform, all of which can be applied to 3D voxels with no or slight
modification. We will not give an overview of all existing methods here.
Instead, we explain a few promising approaches. The most common
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algorithms optimize graph partitions of weighted neighborhood graphs
[156, 36, 127]. Solving these graph partitioning problems can either
be done locally by fast greedy decision heuristics [36, 103], or globally
by computing decompositions [156, 127] of matrices induced from these
graphs. Segmentation algorithms designed primarily for 2D data are
often applicable to 3D with little or no modification.

Unfortunately, completely automatic image segmentation algorithm
cannot exist because segmentation is dependent on semantic interpreta-
tion of image, which is very difficult to emulate by computer. There-
fore, recent systems seek to incorporate human control into segmentation
task. Examples of such systems for 2D imaging are the Lazy Snapping
system [87] or the Crayons system [35]. On the other hand, it is espe-
cially difficult to control 3D segmentation because typical input device
is a 2D mouse. The most reliable method is to isolate a slice of the vol-
ume and manually specify the contour of the ROI [53]. This information
is then propagated to adjacent slices using a region growing technique.
Alternatively, the user may place seed points for region growing on the
cross-sectional plane [126]. These techniques require fair amount of user
interaction. Setting transfer functions is indirect from the viewpoint of
user interaction [114]. Tzeng et al. recently presented a user interface
for providing high level classification information through roughly draw-
ing freeform strokes on a cross-sectional plane [144]. The user cuts the
data perpendicular to each axis and specifies foreground and background
regions using a painting tool. By observing the gradient, location, and
neighbouring voxel values, as well as the voxel value itself, this system
captures local texture and positional information of a voxel. Nock and
Nielsen describe a fast and provably good region-merging algorithm [104]
based on statistical analysis of regions. Their method easily generalizes
[103] to incorporate user-defined constraints and is directly applicable
to 3D.
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Chapter 3

Sketch-based modeling of scalar

volumes

Figure 3.1: Examples created by our system

This chapter presents a sketch-based modeling system for creat-
ing objects that have internal structures. Using hand-drawn sketches
and gestural operations, the system automatically generates a volumet-
ric model. The underlying volumetric representation solves any self-
intersection problems and enables the creation of models with a variety
of topological structures, such as a torus or a hollow sphere. To specify
internal structures, our system allows the user to cut the model tem-
porarily and apply modeling operations to the exposed face. In addition,
the user can draw multiple contours in the Create or Sweep stages. Our
system also allows automatic rotation of the model so that the user does
not need to perform frequent manual rotations. Our system is much
simpler to implement than a surface-oriented system because no com-
plicated mesh editing code is required. We observed that novice users
could quickly create a variety of objects using our system.
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3.1 Background

Geometric modeling has been a major research area in computer
graphics. While there has been much progress in rendering 3D models,
creating 3D objects is still a challenging task. Recently, attention has fo-
cused on sketch-based modeling systems with which the user can quickly
create 3D models using simple freehand strokes rather than by specifying
precise parameters for geometric objects, such as spline curves, NURBS
patches, and so forth [157, 68]. However, these systems are primarily de-
signed for specifying the external appearance of 3D shapes, and it is still
difficult to design freeform models with internal structures, such as in-
ternal organs. Specifically, the existing sketch-based freeform modeling
system [68] can handle 3D models only with spherical topology. This
paper introduces a modeling system that can design 3D models with
complex internal structures, while maintaining the ease of use of exist-
ing sketch-based freeform modelers. We used a volumetric data structure
to handle the dynamically changing topology efficiently. The volumet-
ric model is converted to a polygonal surface and is displayed using a
non-photorealistic rendering technique to facilitate creative exploration.
Unlike previous systems [68], our system allows the user to draw nested
contours to design models with internal structures. In addition, the user
can cut the model temporarily and apply modeling operations to the
exposed face to design internal structures. The underlying volumetric
representation simplifies the implementation of such functions. More-
over, our system actively assists the user by automatically rotating the
model when necessary.

The heart of our technique is automatic “guessing” of 3D geometry
from 2D gestural input, and it is done by making certain assumptions
about the target geometry. To be specific, the system assumes that the
target geometry has a rotund, smooth (low curvature) surface [68] other
than the places where the user explicitly defined the geometry by the
input strokes. In other words, the user specifies the information about
important features (silhouette, intersection, and sweep path) and the
system supplies missing information based on the above assumption.

Our system is designed to facilitate the communication of compli-
cated geometric information, such as surgical plans. Like other sketch-
based modeling systems, however, our system is not suitable for creating
the final output of any serious production, because of its lack of accuracy.
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3.2 Prior art: sketch-based modeling

Sketch-based modeling using standard mouse operations became
popular in the past decade. Instead of creating precise, large-scale
objects, a sketching interface provides an easy way to create a rough
model to convey the user’s idea quickly. One of the earliest sketching
systems was Viking [118], which was designed in the context of proto-
typic CAD models. Later works include SKETCH [157] and Teddy [68].
The SKETCH system is intended to sketch a scene consisting of simple
primitives, such as boxes and cones, while the Teddy system is designed
to create rotund objects with spherical topology. Although improve-
ments to the original Teddy system is proposed later [73], extending the
topological variety of creatable models is still an unsolved problem.

3.3 User Interface

The entire editing operation is performed in a single window. Mod-
eling operations are specified by freeform strokes drawn on the screen
and by pressing buttons on a menu bar. The freeform strokes provide
necessary geometric information and the buttons apply specific modeling
operations using the strokes as input. The drawing of strokes is assigned
to the left mouse button and rotating the model is assigned to the right
mouse button. The current implementation uses four buttons, as shown
in Figure 3.2. The leftmost button is used to initialize the current scene;
the second one is to create items; the third is for the extrusion/sweep
function; and the last is for undo.

Figure 3.2: Buttons in our system

3.3.1 Create

Objects are created by drawing one or more contours on the canvas
and pressing the “Create” button. This operation inflates the interme-
diate region between the strokes leaving holes (Figure 3.3).
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Figure 3.3: Nested contours are allowed in the Create operation.

3.3.2 Extrusion

Extrusion is an operation that generates a protuberance or a dent
on a model. The user draws a single closed stroke on the object’s sur-
face specifying the contour (Figure 3.4 (b)) and presses the “Extru-
sion/sweep” button. After rotating the model (Figure 3.4 (c)), the user
draws a second stroke specifying the silhouette of the extruded area (Fig-
ure 3.4 (d, f)). The user should place each end of the silhouette stroke
close to each end of the projected surface contour (otherwise the second
stroke is interpreted as a sweep path; see Section 3.4.) A protuberance is
created if the second stroke is drawn on the outside of the object (Figure
3.4 (d,e)). The user can also create a hole by drawing a stroke into the
object (Figure 3.4 (f,g)). Volumetric representation automatically pre-
vents self-intersection problems, where specialized care must be taken
when using a polygonal representation. A hidden silhouette is rendered
as broken lines.

3.3.3 Loop Extrusion

In addition, it is also possible to create a hollow object using ex-
trusion. To do this, the user first cuts the model to expose the internal
region (Figure 3.5 (a-c)), then draws a contour on the exposed plane
(Figure 3.5 (d)), and finally draws a circular stroke that entirely sur-
rounds the contour (Figure 3.5 (e)). We call this operation “Loop Ex-
trusion”. The cutting operation that we use differs from the standard
Cut operation in the Teddy system [68] in that the removed region is just
deactivated temporarily. The system distinguishes these two operations
by checking whether there is a corner at the end of a stroke. The system
performs a standard cutting operation when there is no corner, while
the system deactivates a region when there is a corner. The direction
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(a) (b) (c) (d)

(e) (f) (g)

Figure 3.4: Examples of Extrusion

of the stroke end is used to determine which area to deactivate. The
silhouette of the deactivated parts is rendered as broken lines.

Deactivation is provided in order to make the inside of an object ac-
cessible. The user can draw a contour and have it extrude on an internal
surface in exactly the same way as done on an external surface (Figure
3.6). The following sweep operation can also be used in conjunction with
deactivation.

3.3.4 Sweep

After pressing the “Extrusion/Sweep” button, the user can also draw
an open stroke specifying the sweep path. If a single contour is drawn in
the first step, both ends are checked to determine whether they are close
to the projected contour. Unlike extrusion, the user can draw multiple
contours to design tube-like shapes (Figure 3.7).

3.3.5 Animation Assistance

In extrusion or sweep, the model must be rotated approximately 90
degrees after pressing the “Extrusion/Sweep” button to draw the last
stroke. To automate this process, our system rotates the model after
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(a) (b) (c)

(d) (e) (f)

Figure 3.5: An example of creating a hollow object: first, the user defines
the desired cross-sectional plane by deactivating part of the object (a-c).
Then, the user draws a contour on the cut plane (d). Finally, the user
draws a extruding shape surrounding the contour, which we call “Loop
Extrusion” (e). This creates a hollow object (f).

(a) (b) (c)

Figure 3.6: A extrusion from an internal surface of an object using
deactivation

the “Extrusion/Sweep” button is pressed; the contours are then moved
so that they are perpendicular to the screen (Figure 3.8 (a-c)). This
animation assistance is also performed after a Cut operation, because it
is likely that a contour will be drawn on the cut plane in the next step.
When a model is cut, it is automatically rotated so that the cut plane
is parallel to the screen (Figure 3.8 (d-f)).
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(a) (b) (c)

Figure 3.7: Sweeping double contours: drawing contours on the surface
of an object (a) and sweeping them (b) produces a tube (c).

3.4 Implementation

We use a standard binary volumetric representation. The examples
shown in this paper require approximately 4003 voxels. The volumetric
data are polygonized using the Marching Cubes algorithm [90]. The
polygonized surface is then smoothed [139] and displayed using a non-
photorealistic rendering technique [83]. The silhouette lines of invisible
or deactivated parts are rendered as broken lines.

The Create operation is different from that of the original Teddy
system [68]. Basically, the algorithm approximates the user-drawn closed
stroke by a set of circles. Then each circle is converted to a ball (Figure
3.9).

It is performed by first finding the medial axis of the user-drawn
stroke. The approximated medial axis is computed by taking ridge lines
in the signed distance field of the input stroke, which is efficiently com-
puted by the vector distance transformation [98]. This process is equal
to finding the approximating set of circles because the centers of the
circles lie on the medial axis and the distance values on the medial axis
represent the radius of the circles.

Conversion to 3D balls is again efficiently performed by slightly mod-
ifying the 3D vector distance transformation algorithm [98]. The original
algorithm sets the input surface locations as distance 0 constraints. In-
stead, we set centers of balls as nonzero distance constraints. We locate
the 2D medial axis (with distances) into 3D space as constraints and
then perform the 3D vector distance transformation. The zero set of the
resulting volume is the output surface.

The shape tend to be more round than the original algorithm pro-
posed in the Teddy system 3.10.

In Extrusion, our system adds the additional geometry to the orig-
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(a) (b) (c)

(d) (e) (f)

Figure 3.8: Examples of animation assistance: as soon as the user presses
the “Extrusion/Sweep” button, the model is rotated so that the contours
are perpendicular to the screen (a-c). When the user cuts a model, the
/model is automatically rotated so that the cut plane is parallel to the
screen (d-f).

inal model when an outward stroke is drawn and subtracts it when an
inward stroke is drawn. Note that complex “sewing” of polygons is not
necessary and no self-intersection will occur because of the volumetric
data structure. Loop Extrusion applies the standard inward (subtract)
extrusion in both directions. The Sweep operation in our system re-
quires two-path CSG operations to add a new geometry to the original
model. First, the sweep volume of the outermost contour is subtracted
from the original model (Figure 3.11 (a-c)). Then, the regions between
the contours are swept and the sweep volume is added to the model (Fig-
ure 3.11 (d)). This avoids the inner space being filled with the original
geometry.

The volumetric representation significantly simplifies the implemen-
tation of the Cut operation and enables the change in topology. A bi-
nary 2D image is computed from the cutting stroke in the screen space
to specify a “delete” region and a “remain” region. Both ends of the
cutting stroke are extended until they intersect or reach the edges of the
screen. Then, one of the separated regions is set as the “delete” region
(usually the region to the left of the stroke, following the original Teddy
convention). Each voxel is then projected to the screen space to check
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Figure 3.9: Our Teddy-like Create algorithm

whether it is in the deleted region; if so, the voxel is deleted. This pro-
cess is significantly simpler than traversing the polygonized surface and
remeshing it.

3.5 Results

We used a Dell Dimension 8200 computer that contained a Pentium
4 2-GHz processor and 512 MB of RAM. The graphics card was an
NVIDIA GeForce3 Ti500 with 64 MB of memory. Users can create
models interactively on this machine. We also used a display-integrated
tablet as an input device, with which the user can edit an object more
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Figure 3.10: Difference of Create algorithm between our system (top
row) and the original Teddy system [68](bottom row).

intuitively. However, some users found it difficult to rotate an object
because they needed to press a button attached to the side of the pen
and move the pen without touching the display.

Figure 3.13 shows some models created using our system. Figure
3.13 (a-c) were created by novices within fifteen minutes of an intro-
ductory fifteen-minute tutorial; the others were created by an expert.
Our observations confirmed that users could create models with internal
structures quickly and easily.

3.6 Discussions

In this section, we presented a sketch-based modeling system for cre-
ating objects with internal structures. The underlying volumetric data
structure simplifies the handling of a dynamically changing topology.
The user can modify the topology easily in various ways, such as by cut-
ting an object, forming a extrusion, specifying multiple contours with
create or sweep operations, or specifying internal structures in conjunc-
tion with temporal deactivation. In addition, automatic rotation of the
object frees the user from tedious manual labor.

However, the limitations also became clear. The users occasionally
found the behavior of Extrusion unpredictable because there was no
depth control. Specifically, when a user tried to create a cavity in an
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(a) (b) (c) (d)

Figure 3.11: Handling the sweep operation. The outmost contour is
swept along the specified path (a,b) and extracted from the original
model (c). Then, every contour is swept and added to the model.

View point Projection screen 3D model

Figure 3.12: An undesired effect caused by the lack of depth control.
Since there is no depth information in the original model, the newly
created cavity can pierce the wall.

object, the hole sometimes penetrated the wall of the original model
(Figure 3.12). This suggests the necessity of explicit topology control
for the system. In addition, it is difficult to modify shapes locally and
we are exploring ways to add small details. One promising approach to
solve this problem is introduction of multi-resolution data representation
[39]. It is our future work to explore along these directions.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 3.13: Results. (a-c) were created by novices, while (d-g) were
created by an expert.
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Chapter 4

Volumetric Illustration: 2D volumetric

texture synthesis of cross-section

Control map

Reference images

Cutting the model

Textured cross-section

Figure 4.1: System overview. The user can cut the model anywhere
and observe internal textures. Internally, the system first computes a
control map using predefined guiding information and then synthesizes
the texture using the control map and the reference textures.
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This chapter presents an interactive system for designing and brows-
ing volumetric illustrations. Volumetric illustrations are 3D models with
internal textures that the user can browse by cutting the models at de-
sired locations. To assign internal textures to a surface mesh, the de-
signer cuts the mesh and provides simple guiding information to specify
the correspondence between the cross-section and a reference 2D image.
The guiding information is stored with the geometry and used during
the synthesis of cross-sectional textures. The key idea is to synthesize a
plausible cross-sectional image using a 2D texture-synthesis technique,
instead of sampling from a complete 3D textured volume directly. This
simplifies the design interface and reduces the amount of data, making
it possible for non-experts to rapidly design and use volumetric illustra-
tions. This data structure is an approximation of explicit volume rep-
resentation, which offers easy-to-use volumetric authoring system since
2D information is tractable even with standard 2D input devices (e.g. a
mouse, a tablet).

4.1 Background

Our goal of this work is to develop an interactive designing and
browsing system that allows the user to add interesting textures to sur-
face meshes manually by using existing 2D reference images (Figure 4.1).
The basic property of opaque volumetric data is that we cannot see all of
the 3D volumetric information simultaneously; because of occlusion, we
can see only one 2D cross-section at a time. For example, illustrations
in biology textbooks or scientific magazines often show cross-sections of
a volumetric object to explain internal structures (Figure 4.2). It is also
important to note that these illustrations are the result of careful design
processes rather than a literal simulation of reality. In Figure 2, for ex-
ample, nuclei are seen in all the cells in the illustration, while an actual
cross-section would contain cells whose nuclei were not visible.

Based on this observation, we propose a new representation for 3D
models with internal textures, namely one in which the system syn-
thesizes the internal textures for a cross-section by using 2D reference
images instead of maintaining all the 3D volumetric data (Figure 4.1).
To assign internal textures to a model, the designer specifies the corre-
spondence between a geometric cross-section and a reference 2D image
by providing guiding information, such as flow orientation. This ap-
proach significantly reduces the amount of data that the model requires.
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It also allows designers to add 3D internal texture to a model without
specifying each voxel manually.

Our technical contributions are the interfaces that are used to as-
sign internal textures to a given surface mesh and the algorithms that
synthesize textures on a cross-section. On a larger scale, our contribu-
tion is a modeling structure in which the specification and viewing of
simple volumetrically textured models is easy and convenient, allowing
non-experts to create volumetric illustrations rapidly.

Figure 4.2: An example of an illustration that reveals internal structures
(courtesy of Saeko Sato)

4.2 Related work

4.2.1 Texture synthesis

Texture synthesis algorithms take reference images as input and syn-
thesize new images that appear similar. The technique is originated from
the context of stochastic machine learning of image pattern [50, 115].
They synthesized a texture to see how successful their model learned
the texture. Probabilistic models used for synthesis of such patterns
include Markov random fields [22]. This model is later introduced to
CG community [32] and inspired a great number of related work. Tex-
ture synthesis algorithms can roughly be categorized into four types:
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frequency domain, pixel-based, patch-based, and non-periodic tiling.

Frequency domain Early systems used frequency domain tech-
niques [55, 24]. Frequency domain approach is technically sound, but
the quality is usually low and they can handle only specific types of
texture. In addition, it is difficult to extend these algorithms.

Pixel-based approach The pixel-based approach [32, 149] uses a
simpler strategy, which copies and pastes one pixel at a time. This algo-
rithm is a direct application of Markov random field theory. Observing
the neighboring pixels around the target pixel in the destination, the
pixel that has the most similar neighboring pixels in the source image
is retrieved and the central pixel is copied to the target. Its simplicity
draws a great number of extensions. Ashikhmin proposed a method to
restrict the search domain, resulting in more consistent image [7]. Wei et
al. [148] and Turk et al. [143] applied pixel-based technique to synthesize
textures on a surface mesh. Hertzmann et al. applied this technique to
learn arbitrary filter pattern from example images and applied the filter
to other images [59]. This work is called the Image Analogies system
and further extended to generate geometric texture using volumetric
data structure [11].

Patch-based approach The patch-based algorithm copies much
wider area (called a patch) simultaneously [116, 31, 80]. The appropri-
ate offset of the patch is computed by minimizing the image difference of
the overlapped region and then the patch is fused to the target image by
finding the optimal cutting line (optimal in the sense that the boundary
is the least visible.) Such cutting line is found either by dynamic pro-
gramming [31] or by computing maximum cut of the pixel graph [80].
This scheme produces much higher quality images than pixel-based al-
gorithm, mainly due to its larger scale consistency. The main drawback
is that the distinct features of the texture may be discontinuous around
patch boundaries. Recent work try to overcome these problems by com-
bining pixel-based algorithm [99] or locally deforming the patch [154, 99].

Non-periodic Tiling Non-periodic tiling approaches quickly gen-
erate texture patterns [132, 102, 19]. This algorithm first generates finite
number of tiles that satisfy specific boundary conditions and then fill the
target region by just laying out the tiles. The user just need to care that
the neighboring tiles have matching boundary. The drawbacks of this
technique is that it is difficult to compute an appropriate size of the
tile (if the size is inappropriate, many tiles are necessary to have wide
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variety of structure.)

4.2.2 Non-photorealistic modeling and rendering

This system draws inspiration from various non-photorealistic ren-
dering (NPR) systems that focus on the communication of particular
information rather than the simulation of light transport [45]. Our sys-
tem is particularly influenced by the stylized rendering of 3D models
that synthesize interesting 2D pictures by adding details to simple 3D
geometries on the fly [83, 71]. In a similar spirit, we synthesize detailed
textures on cross-sections of simple surface models.

Some systems also address the problem of authoring. [59] introduced
a painting interface for directing the texture-synthesis process for various
artistic expressions; [71] proposed an interface for painting a 3D model to
specify rendering styles directly. Like these systems, our system provides
a tailored user interface for intuitively designing volumetric illustrations.

4.3 User interface

4.3.1 Browsing interface

The system comprises two functions: browsing and modeling. The
browsing interface is a subset of the modeling interface. The browsing
interface is a standard 3D model viewer with an extension that allows
inspection of internal textures using a cut operation. Rotating and trans-
lating the model are assigned to the right mouse button, and cutting the
model is assigned to the left mouse button. If the right button is pressed
on the model, the model rotates. If the right button is pressed elsewhere,
the model translates parallel to the screen.

The user can cut the model by drawing a freeform stroke that crosses
the model on the screen [68] (Figure 4.3). The cut object then opens
automatically with animation [107] and the user can see the internal
textures on the cross-section. The model closes when the user clicks an
empty space.

Although our current implementation uses a cut operation that is
based on a freeform stroke, the framework can easily be extended to
support other interfaces for specifying cross-sections, such as 3D magic
lenses [145] and two-handed operations using a prop and a plate [61].
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Figure 4.3: Inspecting internal structures using a freeform cut operation.

4.3.2 Modeling interface

The modeling operation starts by loading a predefined surface mesh
(i.e., a surface mesh that delimits volumetric regions) and predefined
2D images. The goal of the modeling operations is to specify how given
images are to be mapped to the interior of the given surface mesh, while
existing methods usually specify textures on surfaces [49, 110]. The
modeling process has the following steps.

• Cut the target 3D model and specify a 3D region to be textured
by clicking on the cross-section.

• Choose one of the three texture types to use for the region.

• Import a reference 2D image.

• Establish the correspondence between the 2D reference image and
the cross-section of the 3D model by providing the necessary guid-
ance information.

• Repeat steps 1-4 for each 3D region.

We explain each step in turn.

4.3.3 Specifying a region to be filled

First, the user cuts the target surface mesh using the freeform cut
operation. The cross-section reveals the internal structure of the model
and can be divided into several closed regions. For example, a model of
an egg might consist of a spherical surface mesh representing the yolk
enclosed by a larger sphere representing the egg white. In this case, the
cross-section has two regions. The user can simply click on the target
region on the cross-section to specify the 3D region to be textured.
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4.3.4 Selecting a texture type

When the user clicks on the target region on the cross-section, the
system opens a dialog box that is used to specify the texture type (Figure
4.4a). Once the user has specified the texture type, the system opens
a separate pane that shows the reference image and a reference cube
(Figure 4.4b). The reference cube is an intermediate representation that
visualizes the relationship between the 2D reference image and the 3D
region. Steps 3 and 4 differ slightly for each texture type. Therefore,
we first introduce the three texture types and then explain the steps for
each.

Reference image

Reference cube

Loaded model

(a) (b)

Figure 4.4: Window layout of the system for assigning textures to a
model.

The current system supports three types of textures: isotropic, lay-
ered, and oriented (Figure 4.5). Isotropic textures have a uniform distri-
bution in the 3D space with no dependency on position or orientation.
All of the cross-sections of an isotropic texture look similar, regardless of
their location or orientation. Examples include a sausage, a sponge, and
any other material that consists of isotropic elements. Layered textures
have varying appearances according to their position in the axial or ra-
dial direction. Examples include kiwi fruits, human skin, tree trunks,
and leaves. Layered textures require depth information for the target
3D region. Finally, oriented textures are defined by both a reference im-
age and a flow direction; the appearance of an oriented texture depends
on the orientation of the cut-plane relative to the flow-direction (Fig-
ure 4.5c). Examples include muscle, plant stems (of monocotyledonous
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plants), and any other material that consists of bundled long fibers. The
oriented texture requires that the flow orientation in the target 3D region
be specified.

We do not claim that these three types cover all possible real-world
textures. Some textures can be combinations of layered and oriented
textures, and some have more complicated structures. We support these
three types in the current implementation because they are relatively
easy to understand, they can be specified with a simple interface, and
they cover a wide range of interesting textures that are commonly seen
in organic materials. Future work will investigate other types of texture
filling.

(a) Isotropic (b) Layered (c) Oriented

Figure 4.5: Examples of texture types

4.3.5 Isotropic textures

The user imports a reference image by dragging an image file and
dropping it onto the source image area in the main window. The user
can choose a specific region of the reference image by rubber banding.
The selected region is immediately transferred to all faces of the refer-
ence cube and to the cross-section of the surface mesh using a texture-
synthesis technique. No guidance information is required in this case
(Figure 6).

4.3.6 Layered textures

A layered texture requires additional guidance information in the
surface mesh to specify the mapping between the image and the model.
The user first draws two freeform strokes that correspond to the upper
and lower bounds of the layer on the imported reference image (Figure
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Figure 4.6: Using an isotropic texture. The user specifies a region to use
by rectangular rubber banding, and it is then transferred to all faces of
the reference cube and the cross-section.

4.7, left). The first and last points of the two strokes are connected by
straight lines to carve out a portion of the input image. Then, texture-
synthesis techniques fill the side faces of the reference cube using the
portion of the image as a reference (Figure 4.7, middle). The user then
specifies two corresponding upper and lower bounds in the surface mesh
by clicking a boundary or drawing a stroke on the cross-section (Figure
4.7, right). Clicking on the boundary selects the associated surface region
and the stroke becomes the constraint on the cross-section (Figure 4.8).

Region selection
by two strokes Set

correspondences

Reference image Reference cube Cross-section

Figure 4.7: Using a layered texture. The red and blue marks on the
reference image define the upper and lower bounds for the algorithm.
The texture-synthesis techniques fill the side faces of the reference cube,
using the image between the two marks as a reference. Similarly, the red
and blue marks on the surface mesh define the upper and lower bounds.
The texture on the cross-section is synthesized using the reference image
as an example.
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(a) (b)

Figure 4.8: Clicking a boundary on the cross-section selects the associ-
ated surface region as the upper or lower bound (a). We assume that the
user has predefined the correspondence between a boundary and a sur-
face region (provided as a surface mesh). A stroke drawn in the interior
of a cross-section becomes a bound on the cross-section (b).

4.3.7 Oriented textures

An oriented texture has distinct appearances in cross-sections that
are perpendicular and parallel to the flow orientation. Our current im-
plementation asks the user to provide a reference image for the cross-
sections perpendicular to the flow orientation. The reference image must
be isotropic. The user specifies a rectangular region in the reference im-
age using rubber banding. The system then synthesizes the top face
of the reference cube using the selected region as a reference. Then, it
generates a reference volume by sweeping the image vertically and shows
textures for the cross-sections parallel to the flow orientation on the side
faces of the reference cube.

We experimented with other strategies for specifying the reference
volume. One let the user specify the images for the side faces of the
volume, and the other let the user specify the images on both the top
and side faces. We used Wei’s volumetric texture-synthesis technique
to synthesize the reference volume in these cases [148]. We did not
pursue this direction further in our current implementation because it
was too slow and the quality of the resulting volume was unsatisfactory.
However, it is sometimes desirable to specify the appearance of side faces,
and in the future we will investigate efficient supporting strategies.

An oriented texture requires the user to specify the flow field across
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the target region as guidance information. This is done by drawing short
arrows that represent local flow directions on the cross-section and sur-
face of the region (Figure 4.9, right) [143]. Our current implementation
does not allow the user to draw arrows that are not parallel to the cross-
section. Therefore, the user should cut the model parallel to the desired
flow orientation.

Region selection

by rubber banding

Reference image

Reference cube

Cross-section

Set correspondences

by flow field

Figure 4.9: Using an oriented texture. The user specifies a region to use
by rectangular rubber banding, and it is then transferred to the top face
of the reference cube. The system generates the side faces by sweeping
the image on the top face vertically. The user draws short arrows on the
cross-section to specify the flow orientation.

4.4 Algorithms

This section describes the algorithms and implementation details for
synthesizing a texture for a given cross-section using the reference images
and the associated guidance information. The cutting operation cuts the
model by sweeping a user-drawn 2D stroke in the direction perpendic-
ular to the screen (we use orthogonal projection). Using this curved
plane, a model is divided by CSG operations [64]. The parametrization
of the cross-section is given as follows: the y-axis is defined along the
cutting stroke and the x-axis is defined along the sweeping direction.
The starting point of the stroke becomes y=0 and the corner of the
model’s bounding box nearest the screen becomes x=0. The imported
surface mesh is scaled so that the size of the bounding box equals 1, and
the pixel size of the synthesized texture is 1/150 1/400 in our current
implementation. A cross-sectional bitmap is obtained by synthesizing
the pixel color at each grid point on this parameterized cross-section
within a rectangular region that covers the model’s bounding box. If
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the user wants to change the scale of the synthesized texture, the origi-
nal image must be scaled beforehand. We describe our texture-synthesis
algorithms for each of the three texture types.

4.4.1 Isotropic textures

An isotropic texture has no dependency on position or direction.
Therefore, we simply use a standard 2D texture-synthesis algorithm to
construct a 2D texture image for the cross-section [149, 19, 80]. The
system uses the selected region in the original reference image as the
reference for the synthesis directly. The reference cube exists only to
give feedback to the user. Note that there is no guarantee of obtaining
exactly the same image when a model is cut twice at the same cross-
section. However, since our aim is to convey a volumetric impression
rather than to generate consistent volumetric data, we believe that this
simple approach is sufficient.

4.4.2 Layered textures

A layered texture has an appearance that varies according to the
depth. Therefore, the algorithm needs depth information for each pixel
in the reference image and target cross-section. Figure 4.10 illustrates
the overall process. The system generates a reference control map for
the reference image and a target control map for the cross-section. A
control map is a grayscale 2D image in which the floating-point pixel
values indicate associated depth values.

The grayscale values of the reference control map represent a smooth
2D depth field constrained by the two bounds provided in the reference
image. The mark for the upper bound (red curve in Figure 4.10) is
associated with depth value 0 and that for the lower bound (blue curve
in Figure 4.10) is associated with depth value 1. We use a 2D thin-
plate interpolation technique [142] to compute this smooth 2D depth
field (reference control map in Figure 4.10). The depth field is given as
a continuous function that returns a scalar value for a given 2D position.
This function is sampled on each pixel location on the reference control
map, which has the same resolution as the reference image.

To construct the target control map, the system first computes a 3D
scalar field using the user-defined upper and lower bound 3D geometries
as constraints. The upper-bound geometry (a surface region or a line in
3D space) is associated with depth value 0 and the lower-bound geometry
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Reference image
Synthesized
cross-section

Reference
control map Target control map

Figure 4.10: Overview of texture synthesis for layered textures. The
system synthesizes the texture bitmap for a cross-section by using the
reference image, the reference control map associated with the reference
image, and the target control map associated with the target texture.

is associated with depth value 1. Again, we use Turk and O’Brien’s 3D
thin-plate interpolation technique to construct this smooth 3D scalar
field [142]. When the user cuts the model, the system generates a 2D
target control map by sampling the aforementioned 3D depth field on
the cross-section.

Given the reference image, reference control map, and target control
map, it is now possible to start the texture synthesis process using a
pixel-based technique. This synthesis process is similar to field distortion
synthesis, which is used for texture synthesis on surfaces [143, 158]. The
differences are as follows (also see Figure 4.11):

1. An orientation field is computed from the target control map
as the gradient direction in the target control map. 2. Each pixel in
the reference image also has an orientation computed as the gradient
direction in the reference control map. The neighboring structures are
computed according to this orientation. 3. The order of synthesis is
determined using the depth value of pixels. 4. When synthesizing a pixel
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in the target image, the search space in the reference image is restricted
by the depth value of the pixel being synthesized; pixels whose depth
value equals that of the synthesizing pixel are subject to the search.
In our implementation, real-valued depth values are discretized into 32
levels and the pixels are indexed according to the discretized scalar level
during preprocessing.

Reference control map

Reference image

Target control map

Synthesized texture bitmap

Check

gradient

and

depth value

Compare the pixels

in the rotated neighborhood

Rotate the

neighborhood
Rotate the

neighborhood

Figure 4.11: Computing the pixel color in the synthesized texture. First,
the system rotates the neighborhood of the target pixel so that the gradi-
ent of the target control map matches that of the reference control map.
Then, the system compares the rotated neighborhood of the target pixel
with that of the reference image around a pixel whose gray-scale value
in the reference control map is identical to the gray-scale value in the
target control map.

4.4.3 Oriented textures

The synthesis process for an oriented texture requires a 3D reference
volume and a flow field defined in the 3D region in the surface mesh.
As already discussed, the 3D reference volume is obtained by sweeping
the top face of the reference cube vertically. The top face is synthesized
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using the selected region in the reference image as the example. The
reference volume is oriented vertically (each pixel in the reference volume
is associated with a vertical flow vector) and the size of the reference
volume is 64× 64× 64.

The construction of the 3D flow field again uses the thin-plate inter-
polation technique [142], employing user-defined arrows as constraints.
A smooth scalar-valued interpolation function is constructed for each xyz
component. The flow field is constructed by combining them and nor-
malizing the resulting flow vectors. This approach can produce singular
points where no flow is defined. However, singular points rarely appear
on the cross-section in our system because the user cuts the model using
a freeform stroke. When singular points do appear, we assign a random
orientation to the pixel. After obtaining the 3D flow field, the system
generates a 2D target control map for the given cross-section (each pixel
is associated with a flow orientation) by sampling the flow vectors along
the cross-section.

At this point, we have the 3D reference volume (associated with
vertical flow orientation) and the 2D control map for the cross-section
that contains the flow vectors for each pixel. Given this information, the
system computes the color for each pixel in the cross-section by finding a
pixel in the reference volume that has a similar neighborhood [149]. The
similarity of neighbors is computed as follows. The neighborhood of the
pixel on the cross-section is approximated by a small flat rectangle. For
each pixel in the reference volume, the system samples the neighborhood
in a corresponding small flat rectangle whose slant angle (angle between
the rectangle and the vertical flow vector) equals that of the rectangle on
the cross-section (Figure 4.12). Rotation about the flow vector does not
matter, because we assume that the reference volume has an isotropic
structure on cross-sections perpendicular to the flow orientation.

Given the rectangle on the cross-section and that in the reference
volume, the system can now compare the similarity between the two.

Ideally, the system should sample every possible small rectangle in
the entire reference volume. For performance reasons, however, the sys-
tem samples pixels in a slanted 2D square region at the center of the
reference volume and uses the resulting image as a reference for stan-
dard 2D texture synthesis. In our current implementation, the size of
the square is 45 × 45 (to fit within the reference volume completely).
We further reduce the computation time by caching the sampled image
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using discretized slant angles as keys (a discretization step is π/32).

Reference volume

Cross-section with flow vectors

Synthesized

textures

Neighborhood of

the target pixel

Figure 4.12: Finding pixels that have a similar neighborhood in the
reference volume for each pixel in the cross-section.

4.5 Results

Figure 4.13 shows some volumetric illustrations that were created
using our system. The amount of data in the models, time for design,
and time for synthesizing the cross-section are summarized in Table 1.
For isotropic and oriented textures, we used a three-level multi-resolution
pyramid with a 3 × 3 square neighbor for lower resolution and a 5 × 5
L-shaped neighbor for higher resolution. For layered textures, we used a
3×3 square neighbor for lower resolution and a 5×3 rectangular neighbor
for higher resolution. We used a laptop computer with a Pentium M 1.6-
GHz processor and 1 GB of RAM. Although in some cases it took more
than 10 seconds to obtain the result for the finest resolution, this did not
impede the interactive modeling process because progressive synthesis of
cross-section images frees the user from waiting for the final result each
time. Since the resolution of the cross-section is approximately 300×300,
the quality is comparable to that of 3003 colored voxels, which would
require approximately 80 MB of storage.
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Figure 4.13: Results (Cucumber,Bamboo,Stomach,Tooth)

Title Amount of
data (without
compression)

Modeling time
(excluding
mesh editing)

Synthesis
time

Meat (Fig-
ure 4.1)

622 kb 90 sec 22 sec

Cucumber 53 kb 40 sec 4 sec
Bamboo 291 kb 30 sec 14 sec
Stomach 402 kb 15 sec 18 sec
Tooth 307 kb 120 sec 32 sec

Table 1 Statistics for the example models

4.6 Discussions

In this chapter, we described a modeling and browsing system that
adds internal textures to a surface mesh. The user provides 2D reference
images and a surface mesh with simple guidance information that spec-
ifies the correspondences between them. When the user cuts the model,
the system synthesizes cross-sectional images using 2D texture-synthesis
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techniques. This system would be useful for conveying volumetric in-
formation, such as between a teacher and students, a doctor and a pa-
tient, or a virtual-reality content-provider and consumers. Although the
lack of real volumetric data makes some applications impossible, such as
translucent rendering or volumetric simulation, our lightweight data rep-
resentation may well be useful in many applications such applications as
games or virtual world construction, where precision or volumetric con-
sistency is not the main concern. It is because such application domains,
visual effects and necessary computational resource trades.

Nevertheless, our system has several limitations. One is the com-
putational cost for synthesis. Although the required memory is much
less than that of 3D textured volume, necessary computation for gen-
erating quality cross-section is rather high. More specifically, a layered
texture rotates the neighbors so that the gradient of the target control
map matches that of the reference control map, while an oriented tex-
ture generates a 2D reference image by slicing the reference volume at an
appropriate angle for each pixel. These processes require more compu-
tation than standard texture synthesis. The quality of the synthesized
image also requires improvement, in part because of the cascading re-
sampling and resulting distortion. In future work, we will improve both
the performance and quality of the overall process. In the Appendix A,
we propose an idea to improve the quality of the cross-sectional image by
introducing patch-based technique (with significant loss of computation
time, though).

One interesting avenue for future research is to enhance images of
the cross-section by using the information that is embedded in the pix-
els of the reference map. For example, we can add text annotation and
displacement mapping on the cross-section. The pixels of the reference
image are associated with annotations and displacements, and the sys-
tem adds them to the corresponding pixels on the cross-section. Text
annotation allows designers to add textual explanations to the internal
material of 3D models, which would be useful for educational and com-
munication applications. Displacement mapping can add realism to a
cross-section, as cross-sections of real objects cannot be perfectly flat.
Adding such additional information to 3D regions directly can be very
difficult, but is straightforward in our framework.
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Chapter 5

Contour-based segmentation interface

Volume segmentation is the process to carve out the region of interest
(ROI) of the volume data. This is one of the most important operations
for volume data since there are a great number of applications such as
volume computation (by counting the number of the voxels in the ROI),
enhanced volume rendering, and intelligent interaction to volumes. The
image segmentation technique has been and still is a central topic of
computer vision research and volume segmentation can be treated as
a straightforward extension of 2D image segmentation. Unfortunately,
successful and fully automatic general-purpose image segmentation still
does not exist. Therefore, it is important to efficiently supply neces-
sary information to the system manually, while keeping the maximum
automaticity.

In the previous section, we presented a system that generates im-
plicit volume data from scratch using a sequence of simple gestural oper-
ations. On the other hand, as described in Section 2.2.1, the main source
of volumetric data is the scanning of real-world objects. The typical
scanning devices capture the target objects as a set of 2D cross-sectional
images. A naive but most robust, and therefore still used segmentation
method is to segment regions in each 2D cross-sectional image, result-
ing in a set of parallel cross-sectional contours. One drawback of this
approach is that the number of images is usually large. Therefore, the
user cannot help but work on a part of the images. In this case, how
contours between cross-sections should be connected is often ambiguous.
In this chapter, we propose an algorithm that enumerates all possible
cases of the correspondence of contours, aiming at a smart system by
which the user can specify the topology of the contour easily. The signif-
icance of listing all cases lies in the possibility to automatically find the
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global optimal solution with respect to the interpolating shape objective
function.

5.1 Background

Computed tomography (CT) and magnetic resonance (MR) devices
enable us to easily obtain cross-sectional images from physical objects.
When polygonal meshes are constructed from sparse cross-sectional con-
tours, each interspace between adjacent cross-sectional planes has to be
filled by interpolation. If the shape of the object is simple, the inter-
polation is trivial. However, handling real-world medical data, such as
human skeleton or brain, becomes difficult as the spacing between slices
increases and when the numbers of contours in adjacent cross sections
differ.

There has been many previous work in this field [40, 121, 141]. How-
ever, the existing work focuses mainly on how to obtain a smooth tran-
sition rather than on the correspondence of topological structures. For
example, in Figure 5.1, it is not easy to determine the correct topo-
logical structure for the interspace. Suppose that the six contours are
obtained from a blood vessel. One may speculate that two streams meet
between the two slices as shown in Figure 5.1(a). However, if shape-
based interpolation[121] is used, for example, the result is four pillars, as
shown in Figure 5.1(b) (arising from the four areas of overlap in a top
view).

It is usually difficult to determine topological structure without ad-
ditional knowledge about the object. In Figure 5.1, the four pillars
could actually be the correct interpolation for some other physical ob-
ject. Although topological structure is important, a user’s knowledge is
not limited to topology. The topology of an object describes just one
part of the full shape information - the skeleton information. Examples
of such information are the integral of the surface curvature, volume
of the object, or its interference with other objects’ surfaces. However,
these quantities cannot be computed or modified, until the topological
structure is determined.

In this chapter, we propose a method that enumerates all possible
topological structures. A polygonal mesh is then constructed for each
result in the enumeration. The patterns are then sorted by an objective
function that evaluates how good the interpolated shape is. We view this
algorithm as a basis for pseudo-automatic topology generator. Although

52



Input contours

(a) (b)

Top view of the input
(Four areas overlap)

Figure 5.1: Ambiguity in interpolating contours where the interpolated
object could be either a bifurcating pipe (a) or four pillars (b)

our current system generates a huge number of possible patterns, listing
all possible cases enables to find the global optimum, which probably be
the best guess of the system. The objective functions bring out the full
performance and the user interaction becomes simple. We tried to sort
enumerated results by a simple objective function and observed that it
works fine in many cases.

5.2 Related work

Over two decades have been devoted to research on interpolation
of contours [75]. Fuchs et al. presented an algorithm to convert the
problem of finding the correspondence between points on contours into
the problem of finding the minimum cost path in a directed toroidal
graph, although this work did not deal with bifurcation [40]. Later work
has taken bifurcation into account. The original toroidal graph was ex-
tended to deal with bifurcations and holes by Shantz [125]. Shinagawa
et al. extended the toroidal graph to be continuous.[129] Christiansen
et al. proposed an algorithm based on the connection of the nearest
points [18]. Ekoule et al. proposed another method that handles highly
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complex bifurcations and convex contours [33]. The Delaunay triangula-
tions can also be used for solving the correspondence problem [15]. These
methods typically use contours defined by pieces of straight lines as in-
put, calculate the correspondence between junction points, and output
triangulated meshes.

There is yet another approach where a 2D function is defined for each
cross section and is interpolated in 3D. In this framework, each cross-
sectional contour is first converted to a binary image and then converted
to a grayscale image where the intensity of a pixel is computed as the
distance from the contours [121, 57]. It calculates the gray value as
the shortest signed distance from the contours (a positive value for the
interior of the contours and a negative for the exterior) and is linearly
interpolated in 3D. The final surface is then extracted as the isosurface of
the 3D field distance function. Recently, shape-based interpolation has
been further extended by using information about the correspondence of
contours [141]. Distance field manipulation is similar to these approaches
[109].

If the spacing between slices is quite narrow, it is possible to solve
the contour interpolation problem as the interpolation of unorganized
points [65, 8]. In this scenario, each contour is converted to a set of
unorganized points having no connectivity information. There is some
work involved in the reconstruction from this set of unorganized points,
mainly in the context of approximating the object surface obtained by
range scanners or stereo matching algorithms.

Other approaches include work by Cong et al., in which a numerical
solver was used that directly calculates the functional value in 3D [20].
Yet another method uses singularity and the distance between contours
in determining bifurcation, [128] which has similarities to our algorithm.
However, there is still a possibility with this method of rejecting a correct
result, since it only uses the distances between contours and the genus
as the knowledge of an object. Our method just outputs possible results,
giving further information about an object such as the curvature limit
or the volume of the closed area.
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(a) (b) (c)

Figure 5.2: Construction of a Reeb graph where the original object (a)
is sliced (b) and the corresponding Reeb graph (c) is constructed by
handling each contour as a point

5.3 Algorithm

5.3.1 Notation

Reeb graphs

The first tool we use is the so-called Reeb graph. A Reeb graph is
a graph that gives a simple representation of the topology (bifurcation
status) of a continuous function defined onto an object. One of the
simplest functions is the height function h. The height function h simply
returns the height (e.g. the z value) of the point of the surface.

A Reeb graph of an object is built as follows. As depicted in Figure
5.2, the object is sliced and each cross-sectional contour is represented
as a point of the Reeb graph. The points where two (or more) contours
meet or a contour disappears are called the singular points (see Figure
5.3). Mathematically, the singular points are defined as the points where

∂h

∂x
=

∂h

∂y
= 0 (5.1)

holds (see Morse theory).
The importance of the number of singular points is as follows. If

the input contours are as shown in Figure 5.4(a), then from traditional
assumptions of bifurcations and from the distance between contours, the
topology shown in Figure 5.4(b) results. However, if the user specifies
knowledge about the number of singular points, (in this case, “two”,)
the topology shown in Figure 5.4 (c) should be the correct answer.

The singular points are represented as the nodes of the Reeb graph
[128]. Singular points where more than two contours meet are said to
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(a) (b) (c)

Figure 5.3: Singular points: a peak point (a), a pit point (b), and a
saddle point (c)

(a) (b) (c)

Figure 5.4: An example in which the number of singular points is impor-
tant where the input contours(a) are interpolated either using general
assumptions only(b), or with knowledge about the number of singular
points(c)
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(a) (b) (c)

Figure 5.5: An example of a degenerate singular point (a) where the
singular point connects three contours to one contour (b) which can
also be interpreted as the combination of two 2-to-1 singular points that
coincide at this point (c)

be degenerate (see Figure 5.5). These degenerate singular points can be
decomposed into a sequence of simple 2-to-1 singular points. Although
it is possible to use other functions,[60] the Reeb graph of the height
function is sufficient for this system.

Contour trees

A contour tree represents the circumscription relationship of con-
tours in a slice, and similar notions have been used previously [56]. Each
node in a contour tree represents one contour and each edge represents
the circumscription relationship between two contours. A contour cir-
cumscribes all contours which are its descendants in the contour tree. In
general, there is more than one separate object in an image. In this case,
more than one connected component exists in a contour tree. For con-
venience, we assume that there is a virtual contour that circumscribes
all the contours in the image and the corresponding root node is added
to the contour tree. Such a contour is called a Virtual Hollow Contour
(VHC) (see Figure 5.6). A singular point exists at the height where the
topology of the contour tree changes [130].

5.3.2 Outline of the proposed algorithm

We assume that contours are already extracted from input images
and the contour trees are built. The outline of the algorithm is as follows.

• Transform a contour tree of each slice by the operations that merge
or eliminate nodes. This corresponds to the transformation of the
Reeb graph. Each elementary transformation generates a singu-
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Image Contour Tree

VHC

Figure 5.6: An example of a contour tree where each contour in an image
corresponds to a node in the contour tree and a parent-child relationship
in the contour tree implies a circumscription relationship in the image.
The root node of the contour tree is the VHC

lar point. At this stage, all possible transformation patterns are
enumerated. We limit ourselves to the cases where nodes are only
merged or eliminated rather than divided or added because the
increase in the number of nodes in these cases leads to an infinite
number of solutions. This restriction is further discussed later on.

• Two of the transformed contour trees are compared, each of which
is one of the enumerated contour trees from adjacent slices. If
both trees have the same structure, the transformation operations
applied in the previous stage are validated.

Transformation of a contour tree

According to the Morse theory, there are three types of non-degenerate
singular points. In what follows, we denote them by e0,e1 and e2 using
the same notations as the cells corresponding to the singular points [130].
There are twelve types of Morse operators defined [130]. If operations
that increase the number of contours are allowed, the number of pos-
sible Reeb graphs becomes infinite. Moreover, it causes an unnatural
result as in Figure 5.7, where topological structure in the interspace is
complicated (more specifically, when the object is sliced by a plane at
the middle of the original upper and lower cross sections, the number
of cross-sectional contours is larger than that on either of the original
planes.)

For this reason, we assume the number of contours will never in-
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Figure 5.7: An example of an unnatural result caused by an increase in
the number of contours

e 0

(E0)
e 1

(E1_SI)
e 1

(E1_PC)

(a) (b) (c)

Figure 5.8: Three types of Morse operators which correspond to the
singular points e0 and e1 where e0 removes a contour and e1 connects
two contours

crease at the enumeration stage. Thus, we adopt only three types of
Morse operators. The singular point e0 is considered to be the point
where a contour disappears as shown in Figure 5.8(a) (if seen from top
to bottom); i.e., this removes a node in a contour tree. The correspond-
ing operator is E0. The singular point e1 is a point where two contours
are connected. Since there are two types of operations in the case of the
singular point e1 (that is, it connects either sibling contours as shown
in Figure 5.8(b) or the parent and child contours as shown in Figure
5.8(c)), the corresponding two operators (E1 SI and E1 PC) are de-
fined. Note the difference between the singular points and the Morse
operators. E0 is the operator that corresponds to the singular point e0,
whereas E1 SI and E1 PC correspond to e1.

59



a
b

c
d

a

b

c

d
Connect

b d
a+c

a+c

b d

Figure 5.9: An example of E1 SI where descendant nodes b and d are
merged after the connection

a
b

c d

a
b

c d
Merge

a+bc d

c d

a+b

Figure 5.10: An example of E1 PC where after the contour a and b are
merged, c,d and a+b become sibling nodes

When one of the three operators is applied to a part of a contour tree,
the remaining part of the contour tree is affected accordingly [130]. If
E0 is applied, all the descendant nodes must be removed simultaneously
to avoid self intersection that never occurs in the case of natural solid
objects. When E1 SI is applied, the descendants of the connected two
contours are simply merged and become the descendants of the newly
created node (see Figure 5.9). The E1 PC case is more complicated (see
Figure 5.10). In this case, contour a(parent) and contour b(child) are
connected. The newly created contour a+b and the descendants of b
(c,d) become siblings. The general case is shown in Figure 5.11.
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Figure 5.11: When a parent and a child are connected by E1 PC, the
descendant nodes of the child become sibling nodes of the parent node.

Figure 5.12: All the enumerated patterns by the application of E0 to
the contour tree shown in Figure 5.6

Enumeration

Enumerating every possible correspondence of contours amounts to
enumerating all the possible transformations of contour trees and match-
ing them, which in turn amounts to seeking all possible combinations of
the aforementioned operators. A problem is the complex behavior of the
remaining parts of the tree when the operators are applied. We propose
the following algorithm.

1. Applying E0

At first, we enumerate all the combinations of E0. To do this, we
traverse the contour tree from the root(VHC) and set a flag at
each node indicating whether to apply E0 in breadth-first order or
not. As an exception, the root node (VHC) is never marked. If a
node is marked as “apply E0”, all the descendants are deleted. An
example of the result at this stage is shown in Figure 5.12, where
the contour tree shown in Figure 5.6 is used as input.

2. Applying E1 SI and E1 PC

Next, E1 SI and E1 PC are applied. These operators merge nodes
in the contour tree. As we stated previously, E1 PC creates a
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Figure 5.13: An example of E1 SI application by indexing, where both
children of VHC have index “1” and these two nodes are connected by
E1 SI

complex structure in the remaining part of the tree. To handle
this, we again mark the nodes. At this stage, both operators con-
nect nodes several times and eventually a certain number of nodes
remain, regardless of the applied operators. To describe this, we
assign the same index number to the original nodes which merge
to one node. Figure 5.13 depicts an example of the correspondence
between indexing and the actual application of the operators. In
this case, nodes that have index “1” are connected. The applied
operator is E1 SI because the original two nodes with index “1”
are siblings. Every time a merge operation is applied, it is neces-
sary to move the other part of the tree according to the type of the
operator. This is repeated until no two neighboring nodes have the
same index. If any two nodes still have the same index, the index
assignment is invalid (e.g., Figure 5.14). This test is performed for
every combination of index assignments.

By converting the combination of operators to the indexing prob-
lem, the order of operators is lost; e.g., the difference between
Figure 5.15(a) and Figure 5.15(b) is not distinguished. However,
we do not regard this difference as important because in many
cases, the height of the singular points depends on what kind of
smoothing algorithm is used in the final mesh reconstruction. In
this work, the constructed Reeb graph is just used for determin-
ing the initial mesh. The final surface shape is not necessarily the
same as the original Reeb graph.

Matching the contour trees

After the possible contour trees are enumerated, the two trees enu-
merated from adjacent cross sections are compared. If they have iden-
tical structure, the two contour trees can be matched. In this case no
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2

1

1

Figure 5.14: Impossible assignment of indices where two nodes with
index “1” are contained and these nodes cannot be connected because
they are neither siblings nor parent-child nodes

(a) (b)

Figure 5.15: Examples of singular points at different heights

more transformation of contour trees (singular points) is necessary to
connect the contours.

5.4 Implementation

5.4.1 Initial mesh construction

Once the correspondence of contours is determined, the surface of
the object is constructed. Although construction of the surface is not
essential in this system, we propose a simple procedure here. At first,
the position of each singular point is calculated by the following two
steps.

1. Determine the two dimensional positions of the singular points on
the cross-sectional plane. If the singular point is e0, the position
is simply the center of gravity of the contour connected to the
singular point. If the type of singular point is e1, the position is
calculated as the center of the closest two points[18] (see Figure
5.16).

2. Determine the height of each singular point within the correspond-
ing interspace. The height order of singular points corresponds to
the application order of the Morse operators (see section 3.2). The
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Closest Pair Generated
Singular Point

Calculated Shape
of the Contours

Figure 5.16: Calculation of contour shapes where a new singular point
is generated at the center of the closest pair of contours

Height Height

Figure 5.17: Calculation of the height of each singular point, where
each singular point is located evenly in the height direction retaining
the height order within the connected component

singular points are located evenly in the height direction retaining
the height order (see Figure 5.17). Note the height difference be-
tween singular points is calculated for each connected component
of the Reeb graph within an interspace.

Finally, the mesh is built. It is an easy and well-studied problem
because all the bifurcation points and the corresponding contour shapes
are already calculated. It means that the topological shape is already
known and only the one-to-one correspondence of contours should be
considered. In addition, because newly created contours have similar
shapes to the neighboring contours as shown in Figure 5.16, it is trivial
to find the correspondence of points between the new contour and the
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Figure 5.18: A screen shot of our interactive topology selector

neighbors. When the contours on adjacent slices vary widely in shape,
we use the toroidal graph[40] to calculate the correspondence.

5.4.2 Experimental Results

We have implemented an interactive topology selector as shown in
Figure 5.18. When the contour data is input (Figure 5.19 (a)), possible
Reeb graphs are automatically enumerated. This software also has an
ability to sort the enumerated results using an objective function. This
function is designed to minimize the number of singular points[48] and
the distance between connected contours. If the Reeb graph at the top of
the list is not satisfactory, the user can select another Reeb graph (Figure
5.19 (b)). After the topology is set, an initial mesh is constructed (Figure
5.19 (c)). Finally the mesh is smoothed and output (Figure 5.19 (d)).

We used the Loop subdivision scheme [89] to smooth the mesh.
The final shape does not exactly “interpolate” the original contour data
because the Loop subdivision scheme is an “approximating” subdivision
scheme in comparison to “interpolating” subdivision schemes such as
the Butterfly or the Kobblet schemes. We do not consider this problem
crucial in this paper, but if the final surface must strictly passes through
the input contours, interpolating subdivision schemes or, alternatively,
other smoothing methods such as the global thin plate energy minimizing
method [151] or the non-shrinking Gaussian smoothing method [139]
should be used.

65



(a) (b)

(c) (d)

Figure 5.19: An example of input contours (a), the Reeb graph which has
the smallest objective function value (b), the constructed initial mesh
(c), and the smoothed surface (d)
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Figure 5.20: Seven enumerated results from six contours on four slices
rendered by translucent polygons
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All the enumerated patterns when contour images with four slices
are input are shown in Figure 5.20. In this example, the topmost image
and the bottommost image contain no contour while the second image
contains four contours and the third image contains two contours. In
this case, only seven patterns are possible (Figure 5.20 (a)-(g)). The
final mesh is rendered as translucent polygons. (e) and (f) may need
more explanation. The difference between (c) and (e) is that in (e), the
top-right small contour is connected to its exterior contour while in (c),
it is deleted. The difference between (d) and (f) is the same.

Figure 5.21 shows the results of our method. The four columns show
the input contours, the Reeb graph, the reconstructed initial mesh and
the final smooth mesh, respectively. In the pelvis and the bronchus data,
the contours are extracted manually by Bézier curves and then converted
to point lists. Table 5.4.2 and 5.4.2 show the enumeration results. The
leftmost column shows the indices of the interspace. The second column
is the number of contours in the slices at the upper and the lower regions
of the interspace. The third column is the number of correct singular
points. The fourth column is the number of the enumerated Reeb graphs.
The last column is the manually chosen correct indices of the Reeb graph.
If this number is 0, the top candidate of the sorted result was correct and
no manual selection was required. In most cases, this is just the smallest
possible number under the given input contours which can automatically
be calculated. However in other cases, this is manually specified.

5.5 Discussions

We have proposed an algorithm to enumerate every possible corre-
spondence of contours when interpolating cross-sectional images. This
allows us to explicitly handle topological ambiguity and avoids falling
into local minima by finding the answer which best matches the user’s
knowledge about the object.

However, the current implementation has some room for further im-
provements in order to achieve a fully automatic reconstruction. To
begin with, we need to find an appropriate method to model the user’s
knowledge about an object. Our final goal is to develop a system which
outputs a correct result without any interaction by the user. Although
the current implementation automatically optimizes the number of sin-
gular points and average distances between contours, it is not, by itself,
sufficient to achieve our goal. One possible improvement of the algorithm
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Torus (five slices)

Pelvis (eighteen slices)

Vertebra (eight slices)

Bronchus (twenty-three slices)

Figure 5.21: Results of the application of our algorithm to various data
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Table 5.1: The result of enumeration for pelvis data

Id. #Contours #Singularities #Candidates Correct Id.

0 0-3 3 1 0
1 3-6 3 2100 35
2 6-3 3 2100 63
3 3-3 0 6 0
4 3-3 0 6 0
5 3-4 1 60 2
6 4-3 1 60 1
7 3-3 0 6 0
8 3-5 2 390 5
9 5-5 0 120 0
10 5-4 1 360 0
11 4-6 2 3360 36
12 6-4 2 3360 14
13 4-4 0 24 0
14 4-2 2 50 0
15 2-2 0 2 0
16 2-0 2 1 0
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Table 5.2: The result of numeration for bronchus data

Id. #Contours #Singularities #Candidates Correct Id.

0 0-3 3 1 0
1 3-4 1 60 11
2 4-5 1 360 3
3 5-5 2 5400 8
4 5-7 4 378000 7
5 7-8 1 181440 2
6 8-7 1 181440 0
7 7-7 0 5040 0
8 7-6 3 670320 0
9 6-6 2 52920 1
10 6-6 0 720 0
11 6-6 0 720 0
12 6-5 1 2520 0
13 5-5 0 120 0
14 5-5 0 120 0
15 5-3 2 390 0
16 3-2 1 12 0
17 2-2 0 2 0
18 2-2 0 2 0
19 2-2 0 2 0
20 2-2 0 2 0
21 2-0 2 1 0
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is the consideration of more global knowledge such as the entire integral
of the surface curvature or the number of bifurcations or holes. A more
straightforward approach would be to input a complete 3D model into
the system as the knowledge about an object, which is the so-called
model fitting. In this framework, our enumeration strategy is also useful
to avoid finding local minima.

In our algorithm, every contour is used during calculations. To
handle larger size data , the grouping of contours will be essential because
of its computational complexity. If the average number of contours in a
slice is N , the upper bound on the number of enumerated cases in an
interspace is O(N2N ).

Finally, how to handle contours on planes which are not parallel is
not discussed in this paper. However, our method can easily be applied,
provided that each cross section has only two adjacent cross-sectional
slices on each side.
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Chapter 6

Volume catcher: a simple user interface

for volume segmentation

(a) (b) (c)

Figure 6.1: (a) 105× 73× 73 head MRI data. (b) Drawing a 2D stroke
along the contour of the brain. (c) Resulting 3D region. The system
automatically computes the depth of the stroke and applies constrained
segmentation.

We proposed an extension of existing contour-based segmentation
algorithms in the previous chapter. However, this work requires the re-
sult of 2D segmentation on some of the cross-sectional images as a set of
contours. This chapter proposes a simple and intuitive user interface for
volume segmentation: instead of working on the cross-sectional images,
the user traces the contour of the target region using a 2D free form
stroke directly on the screen, and the system instantly returns a plau-
sible 3D region inside the stroke by applying a segmentation algorithm.
The main contribution is that the system automatically infers the depth
information of the ROI by analyzing the data, while existing systems
require the user to explicitly provide the depth information. Our system
first computes the 3D location of the user-specified 2D stroke based on
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the assumption that the user traced the silhouette of the ROI, that is,
the curve where the gradient is perpendicular to the view direction. The
system then places constraint points around the 3D stroke to guide the
following segmentation. Foreground constraints are placed inside of the
stroke and background constraints are placed outside of the stroke. We
currently use Nock et al.’s statistical region merging algorithm [103] for
the segmentation. We tested our system with real-world examples to
verify the effectiveness or our approach.

6.1 Background

Volume segmentation is the process of splitting volume data into
several perceptual or semantic units. It is a fundamental procedure that
is required to obtain useful information from the volume region such
as its shape, topology, and various measurements (cubic volume, num-
ber of components, etc.). The importance of volumetric segmentation
has been widely recognized for about 30 years and many sophisticated
segmentation algorithms have been proposed.

However, no fully automated method is yet available (Section 2.5).
The reason is that segmentation is dependent on the observer’s subjec-
tive interpretation, which is impossible to obtain without user interven-
tion. Most segmentation methods have focused on low-level features
such as edge detection and texture analysis, and have achieved some de-
gree of success. The difficult part is high-level recognition that is related
to the semantics of data. For example, suppose we have a scene that
contains a bunch of grape on a dish. “A bunch of grape” or “a dish” are
both semantic elements, which may consist of more than one low level
feature. The user may want to carve out only one grape, or the entire
bunch, or even the entire bunch along with the dish. These options are
all probable depending on the intent of the user. Therefore it is crucial
for the user to give appropriate guiding information to get the desired
segmentation result.

From the user’s point of view, one problem with 3D volumetric seg-
mentation is that 3D guiding information is hard to specify since the
typical input device is a mouse, which provides only 2D information.
Recent work tries to deal with this problem by allowing the user to
draw strokes on the cross-section of volume data that roughly indicate
foreground and background regions [144]. This stroke information is
used to train a classifier that is designed for segmenting voxels. One
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drawback of this system is that it requires a lot of user interaction: the
user has to specify the cutting plane and provide several strokes to train
the classifier.

We propose a simple interface for specifying a region of interest.
The user simply delineates the ROI on the rendered image using a 2D
free form stroke. The system automatically computes the missing depth
information and returns a volumetric region inside the stroke by per-
forming segmentation inside of the stroke. The user no longer needs to
manually specify foreground and background constraints in 3D space.
This chapter describes the user interface and the implementation details
of our prototype system. We also show some segmentation examples on
the real-world dataset.

6.2 User interface

We first describe the system from the user’s point of view. After the
user loads a volumetric model, the system renders it using a traditional
volume rendering method. Here the user can apply any rendering tech-
niques to enhance the appearance of the model. Our system currently
allows the user to modify an opacity transfer function, a color transfer
function, and a gradient enhancement function [88]. The user can inter-
actively change the view direction, scale, and these transfer functions,
to locate a target ROI in the volume.

To select a ROI, the user simply traces at least a part of the ROI’s
contour using a 2D freeform stroke on the screen (Figure 6.1b). We
currently assign dragging of the left mouse button down to drawing
freeform strokes. The current implementation requires that the user
traces the contour in a clockwise direction. In other words, the right
hand side of the stroke’s drawing direction is recognized as the target
region. The system shows hatching along the stroke to indicate this
constraints. The system automatically computes the depth of the stroke
so that the stroke is on a region boundary in the 3D space and applies
segmentation based on the fact that right hand side of the 3D stroke is
inside of the region. Finally, the system returns a volumetric region as
either voxels in the volume (Figure 6.1c) or boundary surface computed
by the Marching Cubes algorithm [90] (Figure 6.7). The algorithm is
based on an assumption that the user’s stroke closely traces the contour
of the ROI. Concequently, it may fail if the stroke is far away from the
contour or if the contour is too fuzzy.
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Our current system supports two types of strokes: open and closed
strokes. If the distance between both ends is close (20 pixels in our cur-
rent implementation), the system automatically connects the end points
and processes it as a closed stroke. Otherwise, the stroke is treated as
open. Closed strokes are useful when the entire boundary is visible and
open strokes are useful when part of boundary is hidden from the user.

6.3 Algorithm

6.3.1 From 2D freeform stroke to 3D path

Our algorithm first converts the 2D stroke on the screen into a 3D
path by adding depth information. We assume that the ROI is visually
distinct and the user follows its contour. If this assumption is valid, the
3D path should be close to the silhouette of the ROI. In other words, the
gradient vector of the volume data near the 3D stroke should be almost
perpendicular to the view direction. We find such 3D path as follows.

1. Sweep the 2D freeform stroke along the depth direction to create a
3D curved surface (Figure 6.2a). The sweep extent is set to cover
the entire volume. This curved surface is called the sweep surface.

2. Parameterize the sweep surface. The system assigns the x coordi-
nate axis to the depth direction and the y coordinate axis to the
direction parallel to the stroke on the screen (Figure 6.2b). That
is, x is 0 along the curved edge of the sweep surface near the cam-
era and y is 0 along the straight edge corresponding to the starting
point of the stroke.

3. Set sampling points on the sweep surface. Sampling points are
lattice points in the parameter space. We set the interval of the
lattice as 0.3% of the diameter of the volume data’s bounding
sphere1. In the following context, each lattice point is denoted by
Lij (i, j are indices along the x and y directions in the parameter
space where 1 ≤ i ≤ Xmax, 1 ≤ j ≤ Ymax.).

4. On each lattice point Lij , compute Sij =| Nij · Gij | where Nij is
a unit normal vector while Gij is a unit volume gradient (Figure

1Strictly speaking, this parameterization is not uniform if we use perspective trans-
formation. The space is slightly stretched in the y direction where x = 1.
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6.2c). Sij is called a silhouette coefficient, which indicates how
much the point looks like a silhouette from the current viewpoint.

The volume gradient Gij is computed as follows. If the original
data contains color channels, the system first converts the color
value to a grayscale value that represents the perceptual bright-
ness of the color using the standard equation Gray = Alpha ×
(0.299 × Red + 0.587 × Green + 0.114 × Blue) [123]. If the vol-
ume renderer filters the original data (eg. by the opacity and color
transfer functions), the post-filtered color should be used because
we assume the user wants to select a visually distinct structure
in the current rendered image. Furthermore, to handle the user’s
imprecise input stroke and to suppress the effect of noise, the sys-
tem computes Gij from a blurred version of the original data. Any
kind of blur filter can be used. We chose a discrete approximation
of The Gaussian filter. The radius R of the filter in the data’s co-
ordinate system is matched to the extent of stroke’s error margin
in the screen coordinate system2. The stroke’s error margin is set
as 5 pixels in our implementation. To blur and differentiate the
data at the same time, we convolve the data with the derivative
of a blur filter. We construct our blur/differential filter kernel by
first computing a blur filter and taking the forward difference along
the x direction. The result can be immediately used for the y, z

directions by just rotating by 90 degrees.

5. The problem of computing the depth of the user-drawn 2D stroke
is now the problem of finding a path in the parameter space that
starts from a point on the edge y = 1 and ends at a point on the
edge y = Ymax where the sum of the silhouette coefficients along
the path is maximized (Figure 6.2d). Since this path has only one
x value for each y, it is represented as a function x = f(y). To
maintain the continuity of the path, we impose the condition that
| f(yi) − f(yi+1) |≤ c where c is an integer constant value that
controls the continuity of the path. We currently use c = 1. We
introduce an additional condition of | f(y1) − f(ymax) |≤ c for a
closed stroke. We use dynamic programming to solve this problem
[21]. The optimal path on the parameter space is then converted
to a 3D path by connecting the corresponding 3D lattice points

2Strictly speaking, R should be dependent on the depth in perspective projection.
However, we use a constant value computed at the center of the voxels.
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(Figure 6.2e). The matrix Sij and the optimal path for Figure 6.1
is shown in Figure 6.3.

(a) (b) (c)

(d) (e)

Figure 6.2: From a 2D stroke to a 3D path. (a) Construction of the sweep
surface. (b) Parameterization of the sweep surface. (c) Computation of
a silhouette coefficient. (d) Finding the optimal path. (e) Resulting 3D
path.

6.3.2 Generating constraints and segmentation

The next task is to generate constraints to guide the segmentation.
We currently use Nock et al.’s region merging algorithm [103] for seg-
mentation. It takes a set of constraint points that specify foreground
and background regions as input and separates the volume into a fore-
ground region and a background region that contain the corresponding
constraints. The constraints can be directly used for other segmentation
algorithms such as those which use Graphcut technique [87]. We gen-
erate the constraints by offsetting the 3D path. The offset direction D

is obtained simply by computing a cross-product of the view vector and
the tangent vector of the path (Figure 6.4a). The displacement extent e

is proportional to the radius of the blur kernel R computed in the previ-
ous section, therefore, it is also proportional to the stroke’s error margin
(e = 2R, in our implementation). Each point in the 3D path is offset
by ±e D

|D| and the points on the right hand side become foreground con-
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Optimal path

Figure 6.3: Silhouette coefficient matrix and computed optimal path of
Figure 6.1.

straints and those on the left hand side become background constraints
(Figure 6.4b). Constraints generated for Figure 6.1 are shown in Figure
6.5.

(a) (b) (c)

Figure 6.4: Constraint locations

We perform the actual volume segmentation using these constraints.
If the user-given stroke is a closed stroke, only those voxels inside of the
sweep surface are returned.

6.4 Results

We applied our technique to several data sets. Figure 6.6 shows an
example of a high-potential iron protein dataset. Note that our system
works even when only a part of the target region is visible (Figure 6.6b).
We also applied our system to color data (Figure 6.7). We captured this
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Figure 6.5: Constraints generated for Figure 6.1

full color volumetric data using the slicer system developed by Ogawa
et al. [105] (Figure 6.8). This slicer can cut a 3cm× 5cm× 2cm frozen
in OCT compound or paraffin-embedded subject into 10µm thick slices.
The green matter in Figure 6.7 is OCT compound and the slice interval
for the chocolate crisp data is 42µm thick.

6.5 Discussions

In this chapter, we showed a successful example of using informa-
tion on the intrinsic structure of target data to reduce user intervention.
The objective of our system is to extract the ROI from existing (unseg-
mented) volume data. The application domains of this technique are
countless. For example, Tzeng. et al. showed that segmentation (ac-
cording to them, classification) is an important information to control
browsing parameters such as the transfer functions [138]. McGuffin et al.
proposed a set of interesting ideas to interactively explore pre-segmented
volumetric data [95].

Although our system works for many real-world examples, there are
several cases in which our system does not work properly. For example, if
the ROI is not round near the 3D stroke, generated positive constraints
can miss the ROI. Another limitation is that when two objects have
almost the same contour location from one viewpoint, the system can
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(a)

(b)

Figure 6.6: An application to a 663 high-potential iron protein data.
The segmented region is rendered as opaque, red voxels.

only carve out one of them. In addition, our system does not have a
mechanism to modify failed result. For future work, we want to add a
user interface for fixing segmentation errors. We are also seeking a way to
apply this technique to surface graphics by using implicit representation
of an object.

81



(a) (b)

(c) (d)

(e) (f)

Figure 6.7: Application to a chocolate crisp dataset(126× 89× 53, color
data). The opacity transfer function is applied to the original data (a)
to make the almond distinguishable (b). When the user draws a stroke
(c), the almond region is segmented and rendered as a surface (d). The
surface color is set to the mean color of the selected region. The user
can also pick small masses (e,f).
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Figure 6.8: A cutting device
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Chapter 7

Interacting with volumes

Figure 7.1: Food model created by our system.

This chapter presents an interactive system that enables the user
to cut 3D food models using free form strokes and a knife controlled by
standard mouse operations. We try to show how volume graphics have
potential to produce new kinds of interactive contents and convince the
readers that volume graphics may open up the new age of computer
graphics.

Cutting is one of the most primary interactions with volume data.
Actually, as we have shown in Chapter 4, well-designed cross-sectional
images convey an idea of volumetric structures, although the cross-
section is 2D. Therefore, it is important to explore various cutting op-
erations. Most previous systems, however, just provide planar cuts and
no intelligent interface support was provided. Here we pay notice to
real-world cutting interaction of foods. There are a great number of
non-planar and artistic cut patterns in cooking domain. We designed a
new cut interface by which the user can easily create artistic food models
using simple mouse operations. Our system allows the user to cut along
a surface of an object and also a part of a model is deformed, if desired.
We show various models created by only cutting an original food model.
Currently this is just a cooking interaction. However, we believe that
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we can further apply these cutting interaction ideas to general volume
datasets.

7.1 Background

The progress of 3D CG technology produced a great number of
unique and interesting contents. Accordingly, the noble user interfaces
for such contents are also proposed. However, the standard input device
equipped on a standard PC is a mouse, which essentially inputs only 2D
information. Therefore, in general, it is difficult to interact with a 3D
space.

Interacting with volume data is especially problematic since the di-
mension of such data is higher than that of surface models. There are
mainly two way to browse volume data. One is volume rendering and
the other is cutting the target and observing the cross-section. Vol-
ume rendering is a well-studied topic and there are many sophisticated
algorithms for effective control of browsing parameters [114]. We are
more interested in cutting volume data because there are surprisingly
few works tried to explore this interaction, regardless of its importance.
The existing systems are not sufficient for practical use since some re-
quires predefinition of the cut geometry [150], while another requires a
special device [61].

We are currently working on a new CG educational content that
mainly target at foods and cooking. The objective of this project is to
let the user to cook in a computer and enjoy observing the dynamically
changing appearance of foodstuff. We chose this application domain
since it requires variety of cutting patterns. Food cutting has a long
history and there are a great number of artistic and surprisingly com-
plicated cutting patterns using only one or two knives (Figure 7.2). We
believe exploring this domain will eventually produce fairly intuitive user
interface since this is one of the most daily activities.

We introduce several interface ideas and show that various cutting
operations are possible by manipulating a standard mouse. The user can
intuitively cut the target model by moving a knife in the system. The key
ideas are: (1) cutting along the surface of the model, (2) controlling the
extent of knife motion, and (3) deformation of the model. We obtained
these ideas from observing the usage of a knife for real-world cooking
[4].
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Figure 7.2: An example of complicated cutting pattern

Figure 7.3: Cutting by a freeform stroke

7.2 User interface

First of all, the user can cut the model by a freeform stroke [68](Figure
7.3).

Our new cutting interaction supports variety of patterns by manip-
ulating a knife. Since our system has high degree freedom, we split the
whole process into several steps. We explain each in turn. For ease of
explanation, we define a local coordinate system for a knife. We set the
x axis as the orientation of the handgrip and the y axis as the orientation
of the blade (direction of the knife motion) (Figure 7.4). “Clicking a but-
ton” means pushing down the button and release the button instantly.
“Pressing a button” means pushing down the button but keep pushing.
Stopping “pressing a button” is “releasing a button”. “Dragging” is the
motion of a mouse while pressing a button.
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Figure 7.4: Local coodinate system of a knife

Figure 7.5: Putting a knife (1)

Putting a knife

The user first puts a knife on the target model. There are two ways
to do this. One is to click the left button of the mouse on the model.
The other is to press the left button on the model, wait a while, drag,
and then release.

The first method results in the knife to be put as Figure 7.5. The x

axis of the knife is upward and the y axis goes the viewer’s view direction.
An animation is added to supply a feedback that the object is a knife.

The orientation of the knife can be modified by the second method
through the dragging operation after waiting. The x-y plane of the
knife is visualized as a translucent plane to supply the feedback of the

Figure 7.6: Putting a knife (2)
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Figure 7.7: Dragging a knife

Figure 7.8: Skin peel mode (left) and normal mode (right)

orientation of the knife (Figure 7.6). When the user releases the button,
the orientation of the knife is fixed.

Moving a knife

Next, the user moves the knife by left-dragging it (Figure 7.7). If
the knife is put by left click in the previous step, the model and the knife
should be rotated beforehand by right-dragging since the y axis of the
knife is parallel to the view direction.

Internally, there are two modes for the knife motion. If the initial y

direction of the knife goes close to the surface of the model, the mode
becomes a special mode call “skin peel mode”. Otherwise, the mode is
normal (Figure 7.8). The blade goes straight in the normal mode while
it follows the surface of the model (Figure 7.9). However, the orientation
of the x axis does not change.
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Normal mode

Skin peel mode

Figure 7.9: Knife motion of each mode (top view)

Deformation (Optional)

If desired, the cut model can be deformed. If the mouse motion is
stopped while dragging (Figure 7.10(a,b)), the model is snicked along
the knife’s motion path and the system goes into “deformation” mode
(Figure 7.10(c)).

If the user moves the mouse again, a part of the model is deformed
(Figure7.10(d)). If the mouse is dragged along the positive y direction
of the knife, the closer part of the snicked model is deformed. Otherwise
the farther part is deformed. Figure 7.10(e) is a different view of Figure
7.10(d).

Completion of cut

If the left mouse button is released, the cutting sequence is com-
pleted. If the model is split into two parts, one of them is thrown away
(Figure 7.11). In skin peel mode and no deformation is performed, thin-
ner part is automatically thrown away. Cutting by free form stroke
results in the left side of the stroke to be thrown away [68].
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(a) (b) (c)

(d) (e)

Figure 7.10: Deformation

Figure 7.11: Removing a part

7.2.1 Implementation

We implemented our system using C++ and OpenGL. Rendering is
performed by a triangular mesh and CSG algorithm is used for cutting
the mesh model [64]. There are several ways to generate volumetric
cross-section. We used several models for this purpose, including pseudo
volumetric data [108](Chapter 4) and segmented scan data (Chapter 5
and 6).

Deformation algorithm

The deformation algorithm is as follows:

• When the user stops the mouse motion, vertices on the newly
created cross-section is rotated around the blade of the knife at
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that moment. The rotation angle is proportional to the distance
from the axis (Figure 7.10(e)).

• Move other vertices. For each of other vertices, find the closest
vertex on the cross-sectional plane and apply the same rotation of
the found vertex.

Computing the knife motion path in skin peel mode

Computing the knife motion path in skin peel mode is not very
straightforward. Basically the knife should follow the surface of the
object. But if we have a closer look, we observe that the blade first runs
from the surface to some depth, then moves parallel to the surface, and
finally goes up to the surface. To generate such motion, we first generate
a binary image using the following algorithm.

1. When the knife it put(Figure 7.12(a)), render the scene into off-
screen buffer from the viewpoint where the x axis of the knife goes
parallel to the view vector and the y axis goes right hand (Figure
7.12(b). The knife is not rendered in practical).

2. Divide the image into foreground and background (Figure 7.12(c)).

3. Choose one of the upper bound or lower bound of the foreground,
which is closer to the knife and let the height difference r (Figure
7.12(d)). If r is larger than user-defined threshold value, the cut
mode is normal. In this case, the knife just goes straight. Other-
wise, go to the next step.

4. Erode1 the foreground of the binary image by a radius r circle
(Figure 7.12(e,f)). The foreground shape shrinks by r.

This binary image is computed when the knife is put. When the user
drags the knife, the knife moves straight until the blade touches the edge
of the foreground shape and then follows the outline of the foreground
(Figure 7.12(g)).

If the user release the mouse button, the system has to generate
the remaining path. Since the knife follows the contour of the eroded
surface, the blade must be inside of the object. We must make sure
that the knife robustly split the object into two parts and the stroke

1Morphology operator.
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(a) (b) (c)

Blade height
Upper bound

r

(d) (e) (f) (g)

Figure 7.12: Knife path computation

is smooth. The system first attempts to move the knife straight ahead
and see if the blade goes outside of the model. We search until the knife
moves 4r. If the blade goes outside, this motion is adopted. Otherwise
the system adds a circular arc whose radius is r, at the end of the knife
path. The above-mentioned procedure generates smooth and splitting
path (Figure 7.12(g)).

7.2.2 Results

Using our system, we could easily create models shown in Figure
7.13. As a reference, we also list pictures of real-world foodstuffs. The
snapshot of our contents are shown in Figure 7.14. Figure 7.14 left
shows an educational content that works with Macromedia Flash, aiming
at elementary school students. Figure 7.14 left is a so-called “cutting
game”. The user has to create the target shape shown in the bottom left
window within some amount of time show in in the upper left window.
Such games helps quickly study our user interface.

7.3 Discussions

We proposed an user interface to freely cut a model using a standard
mouse. The proposed operations such as cutting along the surface, con-
trolling the cut extent, and deformation extended the variety of possible
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Figure 7.13: Results. The upper two rows are comparison to real-world
foodstuffs. The left is the real models)

cut patterns. We are interested in further extension of the proposed user
interface and application to more general models such as CT-scanned
data or simulated data.

93



Figure 7.14: Application examples
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Chapter 8

Conclusion

In this dissertation, we proposed several tools that make volume graphics
tractable for end users. We mainly concentrate on modeling volumetric
data, since we believe modeling user interface is the main obstacle for
popularization of volume graphics.

First, we proposed a sketch-based shape modeler that naturally han-
dles topological change through intuitive user interface. The easiness of
implementation is mainly due to its underlying volumetric representa-
tion that automatically maintains solidity of the shape. In this work,
we tried to emphasize that volumetric representation has potential to
provide simple solution for traditional problem such as self-intersection.
One of the main obstacles of volume graphics has been its high compu-
tational cost. However, because of the rapid progress of both software
and hardware technologies, problems of storage and processing time are
not as critical as they used to be. Therefore, we believe that we should
be more ready to use volumetric graphics than before for simple and
natural processing.

Second, we proposed the volumetric illustration system that focuses
on cutting interaction and ignores other aspects of volumetric objects
such as rendering with transparency or volumetric deformation. Instead
of authoring “real” volumetric data, this work utilizes 2D example im-
ages and processes the images when the user cuts the object using the
texture synthesis technique. For most 3D graphics programmers and de-
signers, 2D reference images are much easier to obtain than 3D reference
volumes. Therefore, this work makes it possible to utilize volumetric con-
tents for those who do not have access to special 3D capturing devices.
This system is efficient not only because necessary storage is small but
also because the user interface is simplified because of the 2D nature of
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input data.
Next, we proposed new systems to segment volume data. Medi-

cal scanning devices are the main source of explicit volume data today.
The data are provided as a set of cross-sectional images and stored in
regularly aligned samples (voxels), which do not have any regional in-
formation, thereby further processing is difficult. Voxel segmentation is
an image processing algorithm to divide raw volume data into several
semantic elements. Since volume data is purely a 3D entity, it is not
straightforward to specify information necessary for segmentation. We
proposed two methods to support this process. One is based on manu-
ally segmenting sparse set of cross-sectional images and then construct
3D regions. We proposed a method to automatically enumerate all pos-
sible correspondence of contours and then the user selects the desired
pattern from the list. The other proposes a new interface that allows
the user to directly work on projected image on the screen. By just
tracing the outline of the target region, point constraints are generated
and by applying an existing segmentation technique, the target region is
carved out. The significance of these works is that we now have a con-
venient tool to utilize volume data, since segmentation leads numerous
applications such as fast rendering or deformation.

Finally we showed one possible application of volumetric computer
graphics, which explores a variety of cutting patterns for volumetric
models. Although cutting is one of the most important methods to
visualize volumetric structure, there have not been much work that spe-
cially explore cutting techniques. We tried to explore cooking interaction
because in cooking domain, there are a great number of complicated and
artistic cutting patterns that are possible with only planar knives. We
believe that the proposed idea for cutting is applicable to more generic
volumetric data such as CT-scanned data.

8.1 Significance of volume graphics

Throughout the dissertation, we tried to propose easy-to-use vol-
umetric systems and to show potential abilities which volumetric data
processing have. Our aim is not to replace current graphics systems by
volumetric graphics. Instead, we believe that volumetric graphics can
generate more realistic and plausible behavior of objects with minimum
burden to both graphics engineers and designers, because all real-world
objects have volumetric structure. Computer graphics is essentially an
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appearance simulation of the real-world. Ideally, computer generated
scenes should be animated by physical simulation or its approximation
and rendered with lighting simulation. Therefore, if we pursue supreme
reality to computer graphics, we unavoidably need to introduce volumet-
ric data representation. We believe that our works stimulate frequent
use of volumetric graphics.

8.2 Future direction

We hope that our systems convince the reader that volumetric graph-
ics have potential to solve traditional problems easily and broaden ap-
plication domains. However, this work is not a complete solution for
all problems of volumetric graphics. In this Section, we discuss several
unsolved problems that can make volume graphics still difficult.

8.2.1 Modeling of explicit volume data

Although we propose several tools to author volumetric data, a
method to generate explicit volumetric data from scratch is missing in
this dissertation. The volumetric illustration system (Chapter 4) inputs
2D images and generates 2D “volumetric” cross-sections. Although this
is a benefit from the viewpoint of necessary data amount, this cannot be
used for realistic simulation such as deformation or translucent render-
ing. Dispite the several volume modeling methods as shown in Section
2.2, we have not yet attained a complete solution.

8.2.2 Handy scanning system

Even if we have a successful method to create volumetric model from
scratch in future, the importance of scanning devices will never decrease.
It is obvious if we view the 2D case: 2D drawing software and capturing
devices such as digital cameras or image scanners are compatible because
the application is different.

Currently we do not have many channels to obtain volume data.
Medical devices such as CT scanners or MR scanners are virtually the
only source of the data. These devices are extremely expensive and
ordinary graphics designers cannot afford to buy them for their activities.
In a research level, there are some devices that scans daily objects such
as foods, small animals, and so on [105]. Unfortunately, such devices
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still require annoying setup of the machine and fair amount of capturing
time.

There is another problem that exist in current scanning devices:
we cannot obtain the surface and the internal structure at the same
time. The success of surface graphics proves that the surface attribute
is indispensable for realistic representation of objects. Current systems
can capture only one of those (or can capture both but in separate paths,
which requires very difficult registration step afterwards.)

8.2.3 Rendering capability

Another bottleneck of the current volume graphics is that the consumer-
level graphics card can render only a small size of volume data. The
current high-end graphics card is equipped with only 256MB of video
memory, that can store approximately 4003 3D texture. If we want to
render volumetric data that is compatible with contemporary high-end
surface model, the resolution should be around 10243 or more, which
requires more than 4 gigabites. Currently, we need a special purpose
hardware to render such a large-scale dataset [113].

However, we are optimistic with this problem since the progress of
device technology is so fast. Actually, the ability of GPUs has been
progressing much faster than what Moore’s law indicates.
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Appendix A

Improving quality of 2D distorted

texture synthesis

(a)

(b)

Figure A.1: Font design using our system. The images are rendered
without (a) and with (b) patch boundaries.

One problem of the cross-sectional image synthesis technique shown
in the Chapter 4 is the quality of the generated image. Therefore, we
focus on this quality problem in this Appendix. We propose a new 2D
texture synthesis algorithm with its local orientation and scaling factor
controlled by a distortion field. This technique can be applicable to not
only volumetric illustration system but also to general distorted 2D tex-
ture synthesis. Our new algorithm produces much higher quality images
than previous methods, mainly due to a patch-based algorithm and lack
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of resampling process. Most existing methods for distorted texture syn-
thesis use a pixel-based approach and output an image that has regular
grid alignment. Pixel-based approaches, however, are usually less suc-
cessful for visual quality than patch-based approaches. In addition, fixed
pixel layout requires resampling of an input image, which produces unde-
sirable degraded output. Our approach generates an irregularly sampled
image using a patch-based technique for distorted texture synthesis. Ac-
cording to a predefined distortion field, we first distort an input image to
form patches that have irregular pixel locations, and then merge them by
a graphcut technique extended to support irregularly sampled images.
Our method produces higher quality result than existing techniques, due
to patch-based large scale coherency and its omission of resampling pro-
cess. In our framework, an input image is treated as a set of independent
sample points, producing a set of irregularly distributed original sample
points. We also propose a hardware-accelerated method to effectively
compute an approximate alpha shape of a point set, which is used to
define a region of a point set and to construct a graph network used for
our graphcut algorithm.

A.1 Background

Recently, texture synthesis techniques have gained much attention
in computer graphics community and great number of applications are
proposed such as texture mixing, hole-filling, and non-photorealistic ren-
dering. Some application areas such as texture synthesis on arbitrary
surface [158] or volumetric illustration [108] require distorted texture
synthesis. However, in existing systems, pixel layout is predetermined
(usually a regular grid) before synthesis is performed, which causes mis-
match of pixel locations in original texture example and target image
thus requiring resampling of pixel colors. It is a common knowledge
that resampling causes significant degradation of image quality, unless
the target sampling rate is higher than the original one and also resam-
pling filter is carefully designed to avoid losing information. However, it
is also known that resampling based on purely sampling theory has var-
ious side effects such as infinite support of the filter kernel. Therefore,
virtually any practical resampling method loses information. Another
problem is that most existing distorted texture synthesis algorithms use
pixel-based synthesis because of its simplicity of creating a neighborhood
structure (the distortion field is assumed to be locally linear). However,
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the quality of images synthesized using pixel-based method is usually
inferior to patch-based approach because of less coherency.

In this work, we propose a new patch-based distorted texture syn-
thesis algorithm that uses 2D irregularly sampled images to avoid re-
sampling (for short, we call an irregularly sampled image as an ISI in
our context.) The notion of an ISI is not new nor original especially in
the context of experimental science since sensor devices do not neces-
sary produce regular data, regardless of its dimension. Even commercial
software is available that handles irregular dataset [1]. We define an ISI
as a 2D image in which the pixel alignment is arbitrary. In other words,
it is a set of irregularly distributed colored 2D points. An ISI is rotated,
distorted, and non-integer translated without being resampled. In our
framework, an input (regular) image is first distorted to fit the prede-
fined distortion field. The result forms an ISI. It is then connected to the
partly completed target image (which is also an ISI) by using a graph-
cut technique [80] with our extension to find an optimal seam between
two ISIs. The graph structure between ISIs is temporarily constructed
using alpha shapes [29]. Intuitively, alpha shape is a polygonal region
that represents the shape of a point set which takes ‘alpha’ as a param-
eter. We also propose a method to effectively compute an approximate
alpha shape of a point set using graphics hardware. The resulting image
is provided again as an ISI that maintains the original sample points.
Our method achieves higher quality than existing techniques because
(1) the intermediate and final images are represented as ISIs and (2)
the algorithm adopts a patch-based synthesis that maintains large-scale
coherency.

A.2 Our algorithm

Our system inputs an example image and a distortion field function.
The distortion field function should be smooth for later optimization pro-
cess to work correctly. The function consists of two subcomponents: a
scaling function and an orientation function. The scaling function inputs
a 2D coordinate and outputs a scalar value that represents a magnitude
of scaling at the position. The orientation function also inputs a 2D
coordinate and outputs an oriented unit vector. Although they can
be specified independently in our implementation, they can contradict
(imagine the orientation function always returns (1,0) and the scaling
function differs point by point.) However, the optimization process tries
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to minimize the matching error. Like other existing patch-based algo-
rithms, our algorithm consists of two phases: registration and stitching.
Registration phase translates and distorts an input image to find a good
location to paste a patch. This process uses an optimization of a cost
function to evaluate the quality of matching to a given distortion field
(Section A.2.2). Figure A.2 describes the entire procedure of our algo-
rithm.
Point-based stitching phase is further divided into three subphases: iden-
tifying pixels in the overlapping region, graph construction, and graph-
cut operation. We explain each process in turn (section 6.3.3-5), but we
first briefly mention our general representation for images.

A.2.1 Image as points

Images are usually provided as a set of pixels that are located on
gridpoints of a regular grid. Each pixel represents a discrete sampling
point of a continuous scene and stores the point’s attribute values, typ-
ically RGB color components. We rather use images that have irreg-
ular alignment of pixels, which we call an ISI. We do not assume any
predefined connectivity nor neighboring topological structure of points.
Instead, neighborhood structure is dynamically constructed from the al-
pha shape of points. Therefore, each image can be locally or globally
distorted, depending on the specific application. Although we mainly
focus on synthesizing distorted texture, we will show other examples in
a later section.

A.2.2 Registration

Typical image registration algorithms optimize an objective function
that evaluates the quality of matching. There are a variety of objective
functions that are closely related to specific optimization purposes. The
original graphcut paper proposes three methods for registration [80].
For initial placement of an example image, we closely follow [80]. While
the target region is not completely covered, a new patch is located so
that the patch contains both an already synthesized region and an in-
completed region. After the target region is fully covered, the new patch
is located so as to cover a “seam node” that has the largest error. A
seam node is an extra node that is added on a patch boundary for the
purpose of storing quality of cut for future patch placement [80]. A dif-
ference from [80] is that our method rotates and uniformly scales the
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Figure A.2: Flow chart of our algorithm.
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patch after the patch placement according to the distortion field on the
center, and then locally distort the patch so as to completely fit it into
the distortion field (See Figure 6.2).
This local patch distortion is done on a point-by-point basis. We as-
sume that the alpha shape of the patch is precomputed and it consists
of one connected component (section 6.3.3). A seed point is selected
(typically the point which is the closest to the center of the bounding
box of the patch) and marked as “visited”. Then an unvisited point that
is closest to the seed point is selected one by one using a priority queue
and marked as “visited” after iterative optimization of its location. The
pseudocode is as follows:

function DistortPatch( Patch patch,DistortionField distortField )

    currentPoint = CenterOfPatch( patch )

    currentPoint.appliedDistortion

        = distortField.Eval( currentPoint.position )

    priorityQueue.push( currentPoint )

    while( priorityQueue is not empty )

        currentPoint = priorityQueue.GetTopAndErase()

        if( currentPoint.visited ) continue

        initialPosition = PredictPosition( VisitedNeighbors(currentPoint) )

        currentPoint.position

             = LocalOptimization( initialPosition

                                               , VisitedNeighbors(currentPoint)

                                               , distortField )

        currentPoint.visited = true

        priorityQueue.push( UnvisitedNeighbors(currentPoint) )

The function PredictPosition() computes an initial guess of the cur-
rent point location based on already applied distortions on neighboring
points. The applied distortion on a point is the result of the optimiza-
tion process of LocalOptimization(), which is not necessary equal to the
given distortion field’s value.
Function LocalOptimization() seeks the good location of the currentPoint

by minimizing the difference between approximate distortion (computed
from location of currentPoint and its neighbors) and given distortion
field. An energy function that takes x and y values of the currentPoint

as variables is defined. The gradient of the energy function is estimated
by sampling the energy function with small offsets in both x and y di-
rection. Then the location of currentPoint is iteratively improved by
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modifying the location of currentPoint towards the steepest decent of
the energy function (typically, 3 to 6 iterations per pixel are sufficient.)
The energy function E has the following form:

E = (ScalingError) + γ(RotationError)

where γ is a user-defined weight. The two elements on the right side are
computed as follows:
Scaling error
A scaling factor is estimated by the current length of edges in the alpha
shape that are emanating from currentPoint to already visited points,
divided by the length in the original patch. The square difference be-
tween this estimated scaling factor and ideal scaling factor of the given
distortion field measures the fitting error of the scaling factor.
Rotation error
The orientation of currentPoint is estimated by edges that are emanat-
ing from currentPoint to already visited points. That is, the average
difference between each emanating edge’s orientation in an input image
(without distortion) and in the current distortion field (with distortion)
is defined to be the point’s current orientation. The square of angle dif-
ference between this estimated orientation and the desired orientation
from the distortion field defines the rotation error of the point.

Although this per-pixel distortion works, this process significantly
increases the computational cost in practice. In addition, local errors
cause an non-uniform patch shape, even if the given distortion field is
uniform. To avoid these problems, we may constrain the distortion (such
as an affine transform) or introduce multi-resolution distortion. We leave
this possibility as a future work.

A.2.3 Defining overlapping region

In our framework, the problem of seamlessly stitching two pre-
registered ISIs amounts to finding an optimal seam in the overlapping
region and removing a portion of points in the region bounded by the
seam. We first need to identify which points are in the overlapping re-
gion. Only those points in the overlapping region are of interest and
subject to possible removal. We use an alpha shape to define a (contin-
uous) shape of a point set and the overlapping region [29]. Intuitively,
alpha shape is a polygonal region that represents a shape of a point set.
Computing an alpha shape requires a predefined alpha value that de-
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termines a maximum region of effect of each point. Although there are
several definitions of what an alpha value describes [30], we define an
alpha value as a radius of a region of effect. If two neighboring points are
close enough, say, the distance is equal to or below 2 · alpha, an edge is
spanned between the points that forms a part of the alpha shape. There-
fore, in 2D, the boundary of an alpha shape is a subset of the Delaunay
triangulation. A point in one patch is defined to be in the overlapping
region if and only if it is in the alpha shape of the other patch. In our ap-
plication, an alpha value is fixed. This may cause possible breaks in the
highly-distorted region. Setting a larger alpha value weakens this effect
but too large alpha value tends to close concave boundaries. If this is
not desirable, nonuniform or adaptive alpha value should be introduced.
We leave this possibility as a future work.

A.2.4 Fast approximate alpha shape computation with graph-
ics hardware

Exact alpha shapes can be computed from Delaunay triangulation
of the input points. However, this can easily form the bottleneck of the
entire process. Therefore, we propose a method to quickly approximate
an alpha shape using graphics hardware. The time complexity of hard-
ware accelerated method is O(N) where N is the number of points, while
an exact analytical method requires O(N log(N)).
We first compute a Voronöı diagram of an input point set by rendering
cones into a frame buffer [63]. A slight difference from [63] is that the
radius of each cone’s base is set as the corresponding alpha value (Figure
6.3 (a)(b)). Therefore, there are possibly some empty regions.
We then scan the rendered image in the frame buffer to find pixel bound-
aries where three regions meet (Figure 6.3(c)). Those points represent
triangles that belong to the alpha shape in the dual space (Figure 6.3(d)).
If there are points where four regions meet simultaneously, the points
are degenerate. To obtain a triangulated alpha shape, the quadrangle
formed by four points that correspond to four regions should be split into
two triangles. One of the two diagonals is selected so as for minimum
angle among 6 corners to be maximized. Note that points where three
or four regions meet can exist outside of the boundary box of the point
set. Therefore, the size of an offscreen buffer should be bigger than the
boundary box by the extent of alpha.
The resolution of the frame buffer determines the error tolerance. If the
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size of each pixel of a frame buffer is larger than the smallest distance
between points in the set, there may be some points that do not appear
in the buffer. However, too small pixel sizing requires large frame buffer.
In our implementation, the user defines a unique pixel size as a tolerance
value and those points that do not appear in the frame buffer are simply
removed.
Finally, the triangles in the alpha shape are rendered into the frame
buffer. The resulting image is a rasterized version of the alpha-shape.
It is used to quickly determine if an arbitrary location is in the alpha
shape or not.

A.2.5 Graph construction

To apply a graphcut technique to ISIs, we first need to construct a
graph structure representing the cost of cut between points.
Firstly, the system selects points that are used as nodes of the graph.
There are two options; using all points in the overlapping region or us-
ing a portion of points. We use points that are from only one of the
two ISIs for several reasons: (1) Using all points causes higher density
of points, which requires a large offscreen buffer. Since the amount of
graphics memory is limited, smaller offscreen buffer is desired. (2) The
number of points significantly affects the computational cost of a graph-
cut operation. (3) We already have an alpha shape of each ISI that was
computed in the previous section. This alpha shape can directly be used
as the graph.
We use an ISI that has higher average point density than the other one.
The crude density estimate is computed from the Voronöı diagram and
a depth buffer computed in the previous section, by averaging depth
values of pixels where three regions meet.
Then the system assigns color difference cost on each node. Color differ-
ence cost of a node is computed by taking a squared difference between
the color of the node itself and the interpolated color on the other ISI at
the same location. Although this is simply done by just taking a squared
difference of color vector, it requires interpolation of colors because lo-
cation of pixels from different ISI does not match. Note that in our
context, interpolation is used to guide our graph-cut operation and not
for synthesizing new output points at prescribed coordinates. Therefore,
interpolation is not used for resampling inputs as conventional methods
do but rather for selecting appropriate points of ISIs. We just take 0-
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(a) (b)

(c) (d)

Figure A.3: Hardware assisted alpha shape construction. (a) Input
points. (b) A cone is drawn for each point. The radius of each cone’s
base is set as the corresponding alpha value (c) Points where three re-
gions meet are searched (closeup). Those points correspond to a triangle
that forms the alpha shape. (d) Computed alpha shape.
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order interpolation (nearest neighbor) for two reasons; the nearest point
is efficiently obtained by observing a Voronöı diagram precomputed in
the previous section and, higher order interpolation usually has a blurry
effect.
The remaining process shows much similarity to an existing method [80].
Edge cost is computed as the sum of two nodes on both ends, source and
sink nodes representing each ISI are added to the graph and connected
to the outmost nodes by edges that have infinite cost.

A.2.6 Merging point sets

After constructing a graph structure, an optimal boundary between
ISIs is computed as the minimum cut of the graph. The system then
merges points from two ISIs by using the boundary information. The
cut strictly splits nodes into two sets; source set and sink set. However,
in our algorithm, every node is from only one ISI. Therefore, one of
the source/sink sets should be discarded and replaced by the points
from the other ISI. To select appropriate points from the ISI, we define
source region and sink region by, again, the alpha shape of points. The
overlapping region is strictly divided into two regions and points to be
removed are determined by checking which region it belongs to.
Finally, seam nodes between new and old ISIs are added to the resulting
ISI. The seam nodes are generated on edges that form optimal cut.
However, the density of the seam nodes are usually much higher than
original ISIs, because graphcut is done on triangular mesh while ISIs
are originated from regular images, that is, quadrangular meshes. We
therefore remove seam nodes alternately.

A.3 Results

We applied our algorithm to various examples. The point sets are
rendered by their triangulated alpha shapes using polygon rendering
hardware instead of splatting. An example in Figure 6.4 shows a texture
synthesis result using our system without a distortion field. To create
this example, we randomly locate and rotate a new patch.

We developed a tool to interactively define a distortion field. “Curvy
field” tool enables the user to draw two curves that defines orientation
and scaling factor at the same time (Figure 6.5). The value ‘0’ is assigned
to the first curve and ‘1’ is assigned to the second curve. Then the two
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(a) (b)

(c) (d)

Figure A.4: Our texture synthesis result without a distortion field. (a)
and (b) are the output and (c) is the source image. (d) is the closeup of
(b) (the seam color is changed to be clearly seen.
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(a) (b)

(c)

Figure A.5: Curvy field tool. From the user-specified strokes (a), dis-
torted texture synthesis is performed (b) using a distortion field (c).

curves are linearly interpolated to form a scalar field as in Figure 6.5(c).
The scaling factor of each point is defined as an inverse of a magnitude
of the gradient vector while the orientation of the field is either the
gradient direction (rightward arrow in Figure 6.5(c)) or perpendicular
to the gradient vector (downward arrow in Figure 6.5(c)). Patch location
can be constrained to synthesize a texture as in Figure 6.6. Note that
the images can self-intersect. Therefore, one cannot synthesize an image
in a regular coordinate system and distort it later in this case.

Our point-based image stitching algorithm is also suitable to stitch
images in panoramic image mosaicing. Typical image mosaicing method
requires distorting multiple source images, based on homographies. Those
registered images are then stitched to form a single environment map by
either blurring the edge (which is sometimes called feathering) or finding
an optimal seam in the target pixel location. We rather propose to find
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(a) (b) (c)

Figure A.6: Kiwi example. The patch placement is constrained so as
for top and bottom rows in the input image (a) match the external and
internal boundaries of the resulting image.

an optimal seam directly from input sample points. The stitched result
is provided as a set of original sample points, thus can be rendered with-
out any resampling artifact. Figure 6.7 shows an application of our new
point-based graphcut algorithm to an image stitching problem.

Note that we do not claim that our method does not have any pres-
ence of resampling artifact such as a Moiré pattern when rendered on the
screen. A Moiré pattern can appear because the source images them-
selves may already contain Moiré pattern and also because a typical
computer display has fixed resolution. We would rather emphasize that
our method does not have any intrinsic process that loses original infor-
mation. Therefore, the quality of the output image purely depends on
the original image quality and the final rendering environment. This is
especially beneficial for professional graphic designers. They currently
allocate extremely high resolution work space partly because repeatedly
applying distortions on their material causes significant degradation of
the quality. Therefore, designers usually let the resolution of their work
space even higher than high-end printers. However, simply introducing
irregularly sampled images and conduct the operations in those space,
unnecessary growth of resolution can be avoided.

A.4 Discussions

In this Appendix, we introduced a patch-based distorted texture
synthesis algorithm using irregularly sampled images (ISIs). We ex-
tended a graphcut technique to support ISIs and showed some applica-
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(a) (b)

(c) (d)

Figure A.7: Image stitching example

tions. We also introduced a hardware accelerated method to compute
an approximate alpha shape of a point set.

Our possible extension is to handle variable alpha values. In our
implementation, too much distortion causes breaks of an original image
since our alpha value is fixed. We need to dynamically control alpha
values according to the distortion field.
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